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Abstract

Power electronics is the backbone of future energy systems including data centers,

electric vehicles, and grid-scale energy storage. These high-impact applications de-

mand increased efficiency, density, and reliability in power conversion. To leverage

the advances in semiconductor devices and the scaling laws of passive components, a

promising trend is to adopt granular power architecture with magnetics integration

for minimized power conversion stress and maximized component utilization.

In pursuit of this vision, this thesis first develops a systematic approach to all-in-

one magnetics integration through matrix coupling. The benefits of matrix coupling in

size reduction, ripple compression, and transient acceleration are quantified. A matrix

coupled SEPIC prototype is designed and built. It can support load current up to

185 A at 5-to-1-V voltage conversion with over 470 W/in3 power density. Compared

to commercial discrete inductors, the matrix coupled inductor has a 5.6 times smaller

size and 8.5 times faster transient speed with similar current ripples and ratings.

Next, a multistack switched-capacitor point-of-load (MSC-PoL) architecture is pre-

sented to power high current computing systems with high efficiency and ultra-

compact size. Benefiting from granular architecture, coupled magnetics, and soft-

charging technique, the MSC-PoL architecture can reduce current ripple, boost tran-

sient speed, reduce charge sharing loss, and enable the self-balancing of granular

switching cells. A 48-to-1-V/450-A voltage regulator containing two MSC-PoL mod-

ules is fabricated and tested. The prototype is enclosed into a 1
16
-brick/0.31-in3/6-

mm-thick package with 724 W/in3 power density, enabling ultra-compact power-

supply-in-package (PwrSiP) voltage regulation for extreme efficiency, density, and

control/communication bandwidth.

Finally, a multiport ac-coupled differential power processing (MAC-DPP) archi-

tecture is introduced to support large-scale energy systems with ultra-high system

efficiency (> 99%). The proposed MAC-DPP architecture associates all granular

switching ports through a series coupled multi-winding transformer, featuring reduced

component count, smaller magnetic volume, and fewer differential power conversion

stages compared to other DPP solutions. A stochastic loss model is developed to

explore DPP performance scaling limits. A 10-port 450 W MAC-DPP prototype

with over 700 W/in3 power density is built and tested on a 50-HDD storage server.

It achieves 99.77% system efficiency, completing the first demonstration of a DPP-

powered data storage server with full reading, writing, and hot-swapping capabilities.

The exploration of software, hardware, and power architecture co-design yields valu-

able insights for designing next-generation power architectures in data centers.

The matrix coupling theory, the MSC-PoL architecture, and the systematic DPP

analysis advance the fundamentals of granular power electronics and pave the way

toward high-performance power conversion systems for a wider range of applications.
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Chapter 1

Introduction

1.1 Granular Power Electronics Architecture

Power electronics plays an important role in emerging energy systems including data

centers, electric vehicles, and grid-scale energy storage. These high-impact applica-

tions demand extreme performance from power conversion, driving a growing need

for more efficient, dense, and reliable power electronics systems with faster response.

Take CPU/GPU/ASIC power delivery as an example. The explosive growth of

cloud computing and AI applications are pushing computing power consumption to

an extreme. High performance microprocessors can consume hundreds of amperes

or even thousands of amperes of current within a few cm2 of chip area. The power

density reaches several hundred watts per cm2, equivalent to the surface power density

of nuclear reactor or sun [1,2]. In these systems, there is a strong desire for advanced

power electronics converters to support such a high-level power consumption in a

limited space while meeting the efficiency, thermal, and bandwidth requirements.

The introduction of semiconductors into power supply design brought about re-

markable improvements in size, efficiency, and reliability. However, the subsequent

advances of power supplies have been mainly owing to the development of power semi-

conductor switches and integrated control and driver circuits. Off-the-shelf power
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converters nowadays still tend to use conventional architectures with simple topolo-

gies and employ multiple discrete magnetics which are bulky and inefficient. As

power supply requirements become more sophisticated and stringent, these designs

are struggling to keep up.

To pursue extreme performance power conversion and reduce both converter loss

and volume, it is insufficient to merely count on iterated product optimizations. We

need holistic innovations including new materials, new devices, and, more impor-

tantly, innovative power architectures that can make the best use of passive and ac-

tive devices. The theories and technologies developed in this thesis mainly

focus on advanced computing applications, and are widely applicable to

other power electronics applications where efficiency, density, and control

bandwidth are desired, such as power electronics for vehicles and robotics.

1.1.1 The Component Scaling Laws

1. Power semiconductor switches are critical in power converters. Over the years,

lots of advances have been made in power switches, which are developed from current-

controlled devices (e.g., GTO) to voltage-controlled devices (e.g., IGBT, MOSFET),

from silicon-based to wide band-gap (WBG) materials (SiC and GaN), continuously

evolving towards higher power rating and faster speed to support more emerging

applications (Fig. 1.1a). The next-generation power electronics need to leverage the

progress in WBG switches, where the higher band-gap energy contributes to a higher

thermal limit and higher critical electric field [3]. Given the same breakdown voltage,

this allows to shorten the channel length, resulting in a lower on-resistance Ron and

a smaller switch package. Several figure-of-merits (FOM) have been developed to

quantify the material/device performance from different aspects [3–7]. According

to [7], the theoretical minimum power loss (including both conduction and switching
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Figure 1.1: (a) Application power rating vs. operation frequency and (b) theoretical
Ron,spQgd,sp limit vs. breakdown voltage VB of different semiconductor device mate-
rials. Theoretical material limits are calculated based on [7], assuming drain-source
voltage VD = 0.7VB and gate-drain overlapping area ratio k = 0.1.

losses) of a power semiconductor switch in a typical switched-mode power supply is:

Ploss,min =

(
2Irms

√
VDIDf

Ig

)
·
√

Ron,spQgd,sp, (1.1)

where Irms and ID are the switch root-mean-square (rms) current and the switch

turn-on/-off current, respectively; Ig is the average gate current; VD is the drain-

source blocking voltage; f is the switching frequency. Equation (1.1) shows that the

minimum device power loss is proportional to
√
Ron,spQgd,sp. The scaling trends of

Ron,spQgd,sp versus breakdown voltage of different semiconductor materials are plotted

in Fig. 1.1b. Compared to silicon switches, SiC and GaN switches can theoretically

reduce Ron,spQgd,sp by 15 times and 64 times, respectively, which can lead to a decrease

in power loss of about 4 times and 8 times, respectively, as per Eq. (1.1).

Figure 1.1b also suggests that Ron,spQgd,sp scales quadratically with VB. Since the

device blocking voltage VD will scale linearly with VB in practical designs, Ploss,min

is proportional to V
3
2
B . This implies if replacing one single high voltage switch with
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n series switches of 1
n
voltage rating for each, the total power loss of the switches is

expected to drop by a factor of 1√
n
. Besides, smaller switches have smaller parasitics,

allowing higher switching frequency that can further reduce the passive component

size as well as increase control bandwidth and power density. Thus, it is advantageous

to replace one lumped, “large”, high voltage switch with many distributed, “small”, low

voltage switches, and switch at high frequency to benefit from the reduced parasitics

and the reduced overall effective resistance. This is one of the key motivations for

granular power conversion.

2. Magnetic components, including inductors and transformers, can provide

various functions in power converters, such as filtering, resonation, voltage conversion,

etc. Traditionally, magnetic components of different functions are implemented indi-

vidually as discrete components. Those bulky and inefficient discrete magnetics with

high inductive energy storage limit the efficiency, power density, and control band-

width that can be achieved. Coupling multiple inductors and transformers with a

shared single core offers reduced magnetic size and loss, increased level of integration,

higher converter efficiency, and higher power density [8–13].

Ac

Aw

B0
J0

N

(a) (b)

Linear Dimension λ

Area ∝ λ2

Volume ∝ λ3

VA Rating ∝ λ4

Figure 1.2: (a) Example structure of a transformer. (b) Scaling trend of transformer
VA power rating, volume, and onboard area versus linear dimension λ.
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For instance, in a transformer (Fig. 1.2a), the maximum winding voltage depends

on the flux density limit B0 in the cross-sectional area of the magnetic core (Ac),

and the maximum current rating is determined by the current density limit J0 in the

window area (Aw) [8]. Thus, the transformer VA power rating will be proportional

to the Ac and Aw product:

VA Power Rating = V · I ∝ (NfB0Ac) ·
(
J0Aw

N

)
= f ·B0 · J0 · (AcAw) ∝ λ4 (1.2)

Define a linear dimension factor as λ. The transformer power rating scales up with λ4,

faster than its volume (λ3) and cross-sectional area (λ2). This implies merging many

transformers into one can achieve higher power density as well as smaller total volume

and onboard area. Besides, coupling many inductors into one can leverage multiphase

interleaving to reduce winding current ripple, allowing to use lower inductance with

reduced core size and faster transient speed [14, 15]. As a result, it is beneficial to

combine many distributed, uncoupled, single-function magnetic components into one

centralized, coupled, multi-function magnetic component to leverage the reduced size

and enable additional circuit design opportunities.

3. Capacitors are another primary passive component in power converters. They

can be utilized to filter ac ripples at the dc link, blocking dc biased voltage, or create

a resonant tank with inductors. Recently, the growing power demand in space-limited

applications (e.g., smartphone) have drawn increased attention to switched-capacitor

(SC) converters [17–20]. These transformerless, capacitor-intensive topologies use

capacitors to undertake the major voltage stress for large conversion ratios, greatly

reducing the converter volume due to the superior capacitor energy density.

Figure 1.3a plots the peak energy storage density versus voltage rating of some

example commercial ceramic capacitors [16]. The capacitor energy is stored in the

electric field whose peak energy density is only determined by εE2
c (ε and Ec are the
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Figure 1.3: (a) Peak energy density versus voltage rating of commercial Class-I and
Class-II ceramic capacitors. (b) Comparison of total volume and energy storage
between one large capacitor and three small capacitors. In (a), data are sourced from
Murata Database [16]. Derated capacitance due to dc bias is considered. Peak energy

storage density is calculated based on
∫ VR

0
vC(v)dv. Detailed capacitor specifications

of the data points are listed in Table A.1.

permittivity and the critical electric field of the dielectric). Therefore, as indicated by

Fig. 1.3a, the energy density limit of the same material stays roughly constant across

different voltage ratings. This means, to store the same energy, one large high voltage

capacitor will have a similar total volume to multiple small low voltage capacitors, as

demonstrated in Fig. 1.3b. Hence, voltage ratings and dimensions have little impact

on capacitor performance. “Large” and “small” capacitors are equally good.

1.1.2 Distributed Switching Cells and Magnetics Integration

Consequently, conventional power architectures (Fig. 1.4a) using one single (or few)

lumped switching cell(s) and multiple discrete magnetic components cannot make

the most of the devices. On the contrary, the granular power architecture (Fig. 1.4b)

that employs multiple distributed switching cells with one single (or few) coupled

magnetics can leverage the device performance scaling and is a promising approach

to achieving extreme performance power conversion. The way of coupling multiple
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Figure 1.4: (a) Conventional power architecture with single (or few) lumped switching
cell(s) and multiple discrete magnetics. (b) Granular power architecture with single
(or few) coupled magnetics and multiple distributed switching cells.
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Figure 1.5: (a) An example commercial converter with conventional power architec-
ture [21]. (b) A multiport ac-coupled converter with granular power architecture [22].

discrete magnetics into one, using well-designed magnetic paths to replace complex

circuit connections, is known as magnetics integration. Figure 1.5 shows two specific

converter examples of the two power architectures.

As envisioned by the author, a major trend can be seen in the near future that

the next-generation power electronics will be shifted from simple circuit topologies

and controls to more complex systems [23], from centralized bulky power supplies to
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distributed power conversion [24–26], and from simple discrete magnetic structures

to sophisticated coupled magnetic structures. The advantages of the granular power

architecture will include but are not limited to the following:

� Better Device Performance: As mentioned in Section 1.1.1, the granular

power architecture can reduce the power loss of semiconductor switches and

decrease the size, loss, and inductive energy storage of magnetic components.

� Higher Switching Frequency: Compared to the lumped large switching cell,

the distributed small switching cells can utilize active and passive components

of smaller packages with lower parasitic inductance/capacitance, allowing the

converter to switch at higher frequencies. Switching faster can further increase

the control bandwidth and decrease the passive component size [27–29].

� Reduced Device Power Rating: As shown in Fig. 1.6, the granular power ar-

chitecture enables reconfigurable multi-input-multi-output (MIMO) power con-

version with reduced device power rating [30]. The MIMO power converter can

reconfigure the input and the output voltage/current ratings by connecting mul-

tiple low-voltage/-current switching cells in series and parallel. To cover a wide

operation range with a constant output power curve (Po), device ratings of the

conventional power converter need to be higher than both the maximum voltage

and the maximum current, resulting in a much higher total device power rating

than Po. In contrast, the MIMO power converter can cover the wide operation

range by reconfiguring granular switching cells with a total device power rating

close to Po.

� Improved Scalability and Operation Flexibility: The granular power

architecture comprising modular building blocks can be easily extended to

meet the required voltage/current ratings for different applications [22, 31].

The distributed switching cells also offer more flexibility for various operation
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Figure 1.6: (a) Example circuit implementations and (b) corresponding device power
ratings of a conventional power converter and a reconfigurable MIMO power converter.

schemes that might enhance the converter functionality. For example, parallel-

distributed switching cells can be operated in multiphase interleaving, as demon-

strated in Fig. 1.7. The interleaved phase current ripples will be canceled at the

output, leading to decreased ripple amplitude and increased equivalent switch-

ing frequency. These advantages can greatly reduce the filter size and EMI noise

as well as improve the control bandwidth [32–34].

� Enhanced Reliability: The granular power architecture using smaller device

packages can improve the manufacturing and assembly reliability [32]. Besides,

benefiting from the distributed power conversion, the reduced electrical and

thermal stress can potentially improve the system reliability, although the com-

ponent count is high [24].
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Figure 1.7: Multiphase interleaving operation of parallel-distributed switching cells.

Since the performance improvement comes from component scaling, the advan-

tages of granular power conversion are fundamental and exist across the full-power

level of power electronics applications ranging from power management integrated

circuits to grid-scale power electronics.

1.2 Contributions and Thesis Organization

Fully achieving these advantages of the granular power architecture needs appropri-

ate design, which requires a good understanding of both the effective approaches to

magnetics integration and the fundamental limits of different converter topologies.

The author envisions a promising trend to minimize the power conversion stress and

maximize the passive component utilization by architecture and magnetics co-design.

In pursuit of this vision, the thesis is developed from three major aspects.

Chapter 2 answers the question “how to design all-in-one magnetics for granular

power conversion”. Contributions of this chapter include:

� A matrix coupled all-in-one magnetic structure combining both series and paral-

lel couplings is developed for pulse-width-modulated (PWM) power conversion.
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� The mechanism of current ripple reduction and current ripple steering among

the matrix coupled windings is systematically analyzed.

� The benefits of matrix coupling in size reduction, ripple compression, and tran-

sient acceleration are quantified, indicating that a higher number of phases or

a stronger coupling coefficient yields more advantages.

� A single-ended primary-inductor converter (SEPIC) with planar matrix cou-

pled magnetics is built and tested. The matrix coupled SEPIC prototype can

support load current up to 185 A at 5 V-to-1 V voltage conversion with a

maximum power density over 470 W/in3. This is the first demonstration of

a multiphase interleaved SEPIC converter with all-in-one magnetics featuring

series and parallel coupling.

� Compared to commercial discrete inductors, the designed matrix coupled in-

ductor has a 5.6 times smaller size and 8.5 times faster transient speed with

similar current ripple and current rating.

Chapter 3 studies the granular power conversion for miniaturized point-of-load

voltage regulators with extreme performance. Contributions are summarized as:

� A multistack switched-capacitor point-of-load (MSC-PoL) architecture is devel-

oped. The MSC-PoL architecture comprises many switched-capacitor cells con-

nected with switched-inductor cells for soft charging and voltage regulation.

Parallel coupled inductors with interleaving operation are utilized to reduce

current ripple and boost transient speed. Mutual balancing between capacitor

voltages and inductor currents can be achieved during the soft charging process.

� The MSC-PoL architecture is a hybrid switched-capacitor-magnetics system

containing many L-C resonant poles that may influence stability and transient.

A systematic analysis of this intrinsic L-C resonant behavior is performed.
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� The impacts of coupled inductors on the resonant amplitude, frequency, and

settling time during a line transient are analyzed, and the influence of intrinsic

resonance on control stability is clarified, offering guidance for controller design.

� A 48-to-1-V/450-A prototype containing two MSC-PoL modules with ladder-

structured coupled inductors is built. Benefiting from the 3D stacked inductor-

driver packaging, one MSC-PoL module encloses all circuits and components

into a 1
16
-brick/0.31-in3/6-mm-thick space, achieving 724 W/in3 power density.

� When including the gate loss, the MSC-PoL prototype can achieve a peak effi-

ciency of 91.7% (@170 A) and a full-load efficiency of 85.8% (@450 A). It can be

further embedded into the CPU socket for power-supply-in-package (PwrSiP)

voltage regulation with extreme efficiency, density, and bandwidth.

Chapter 4 investigates the granular power conversion for large-scale modular en-

ergy systems, featuring hardware-software-power co-design. Contributions are:

� A multiport ac-coupled differential power processing (MAC-DPP) architecture

is presented, which couples all granular switching ports through a series coupled

multi-winding transformer. The MAC-DPP architecture with high modularity

and scalability has a reduced component count, smaller magnetic volume, and

fewer differential power conversion stages compared to other DPP solutions.

� A stochastic analytical framework is developed to estimate DPP power loss

under probabilistic load distributions. Scaling factors are introduced to describe

DPP performance scaling limits. The theoretical analysis is verified by SPICE

simulations, indicating the MAC-DPP is superior to other DPP solutions.

� Two control strategies, feedback and feedforward controls, are proposed to regu-

late the MIMO power flows and port voltages. A small signal modeling approach

for large-scale MAC-DPP systems is derived to guide the parameter designs of
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the feedback control. Besides, a customized Newton-Raphson solver is designed

to identify the cross-coupled control variables for the feedforward control.

� To regulate the series-stacked string voltage, a series voltage compensator (SVC)

that leverages the partial power processing is presented. Compared to a stan-

dalone dc-dc regulator, the SVC only processes a small fraction of the total load

power, significantly reducing the power conversion stress and power loss.

� To validate the MAC-DPP architecture and theoretical analysis, a 10-port

450 W MAC-DPP prototype with 700 W/in3 power density is built. The pro-

totype is tested on: (1) a 50-HDD storage server, realizing 99.77% system effi-

ciency and the hot-swapping capability; and (2) a 30×20 LED screen to verify

the stochastic loss model. A buck SVC prototype is designed to regulate the

DPP string voltage from a 50∼65 V dc bus into precise 50 V, achieving 98.8%

peak system efficiency. Exploring the co-design of software, hardware, and

power architecture offers valuable insights for designing next-generation power

architectures in data centers.

Finally, Chapter 5 concludes this thesis and presents multiple potential research

avenues arising from its development. The proposed granular power architecture

opens up the possibility of the future general-purpose power processor that can in-

terface with multiple power sources and loads, featuring a reconfigurable number of

ports and a reconfigurable current/voltage rating for each port.
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Chapter 2

A Systematic Approach to All-in-One

Magnetics Integration

2.1 Background and Motivation

Magnetics integration technique is widely adopted in various applications with differ-

ent types of implementations. Figure 2.1 demonstrates several example implementa-

tions of magnetics integration, which can be generally classified into three levels: the

functional level, the package level, and the integrated circuit (IC) level. For the func-

tional level integration, multiple magnetics performing various functions are coupled

by magnetic flux, yielding mutual benefits among functionally-correlated magnetic

components. The package level integration focuses on merging many magnetics into

one package within the converter on the PCB board. As for the IC level integration,

magnetic components are fabricated on die or together with the IC circuits. The

magnetics integration discussed in this thesis refers to the functional and the package

level integrations. However, the developed design methodology can be extended to

the IC circuit level, where the space is severely limited for magnetic components.

This chapter presents a systematic all-in-one magnetics integration approach to

merging multiple magnetic components into one with matrix coupling. A compre-

hensive analysis of the current ripple reduction mechanism is performed, revealing
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Integrated Circuit (IC) LevelFunctional and Package Levels

(a) (b)

(c) (d)

(e)

(f)

Figure 2.1: Magnetics integration on the functional and the package levels: (a) WE,
dual mode inductors [35]; (b) UCC, split-winding integrated magnetics [36]; (c) EPC,
planar matrix transformer [37]; and (d) ViTEC, coupled inductor [38], as well as on
the IC level: (e) Intel, FIVR [39]; (f) Apple M1 Pro, integrated coupled inductors [40].

the fundamental benefits of matrix coupling. The transient performance of matrix

coupled inductors is demystified, providing guidance on large- and small-signal model-

ing. A figure of merit based on current ripple and transient performance is defined to

quantify the benefits obtained from matrix coupling. To validate the matrix coupled

magnetic structure and theoretical analysis, a four-phase matrix coupled synchronous

SEPIC converter with planar PCB integrated magnetics is designed and tested. The

prototype measures 0.392 in3 in volume and is capable of flexibly delivering power

from 1∼5 V input to 1∼5 V output. At 5 V-to-1 V voltage conversion, the pro-

totype can support load current up to 185 A with power density over 470 W/in3.

Compared to discrete commercial inductors of similar current ratings and ripples, the

matrix coupled inductor reduces the magnetic component size by over 5.6 times and

increases the transient speed by over 8.5 times.
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In the remainder of this chapter, Section 2.2 introduces the all-in-one matrix cou-

pled magnetics integration approach and demonstrates several example PWM con-

verter topologies that may apply matrix coupled magnetics. Section 2.3 performs the

systematic analysis of current ripple reduction and steering mechanism for matrix cou-

pled magnetics. Section 2.4 reveals the transient performance, quantifies the matrix

coupling benefits, and provides insights for developing large- and small-signal mod-

eling. Section 2.5 demonstrates the hardware design of a four-phase matrix coupled

synchronous SEPIC prototype. Experimental results are summarized in Section 2.6.

Finally, Section 2.7 concludes this chapter.

2.2 Matrix Coupling Structure and Example Topologies

There are two fundamental ways of coupling magnetic components: series coupling

and parallel coupling [41], each offering distinct advantages in reducing current ripple

and magnetic size for power converters. In the series coupled magnetic structure,

windings with in-phase voltages are coupled by a serial flux linkage, as shown in

Fig. 2.2a. Examples include multi-winding transformers and series coupled induc-

tors. For the multi-winding transformer, cross-sectional area of the magnetic core

doesn’t scale up with the winding count, but depends on the maximum volt-second-

per-turn of all the windings [22, 42–45]. The total VA power rating scales faster

than the transformer volume [8]. Thus, integrating many transformers into a single

multi-winding transformer with the same total power rating can reduce the overall

transformer size. For the series coupled inductor, winding current ripple can be re-

duced given the same self inductance. It has been successfully implemented in lots of

topologies such as Ćuk, SEPIC, and tapped-inductor buck or boost converters, and

has been proven to offer improved efficiency, reduced converter size, and more benign

control characteristics [46–50]. Moreover, by adjusting the leakage inductance and

turns ratio, current ripples can be steered among the series coupled windings [46,47].
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Figure 2.2: Coupled magnetic structures: (a) series coupled; (b) parallel coupled; (c)
matrix coupled.

With appropriate configuration, current ripples on specific windings can be signifi-

cantly decreased, even to zero, which is beneficial to ripple-sensitive applications like

microprocessor power supplies [51].

Figure 2.2b plots the parallel coupled magnetic structure, where windings on mul-

tiple core legs are coupled by parallel flux linkages. Parallel coupled inductors are

widely used in interleaved multiphase topologies [14, 52–59]. In these converters, in-

terleaved winding voltages lead to ripple cancellation between winding currents. The

resulting reduced current ripples in all circuit components (switches, inductors, capac-

itors, etc.) and printed circuit board (PCB) traces decrease power losses and extend

the operation range of continuous-conduction mode (CCM). In parallel coupling with

equally-shared phase currents, magneto-motive forces (MMF) from parallel coupled

windings cancel each other. Almost entire dc inductive energy is stored in leakage
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fluxes. Due to current ripple reduction, small leakage inductance is allowed, which

can reduce total energy storage and boost transient performance. Since the major-

ity of dc fluxes are leakage fluxes that flow through high reluctance paths, current

saturation ratings are greatly improved.

Combining both series coupling and parallel coupling, this chapter develops a sys-

tematic all-in-one magnetics integration approach, namely matrix coupling as shown

in Fig. 2.2c. Motivations for merging multiple discrete magnetics into one origin from

their voltage relationships – magnetics with in-phase voltages can be coupled in se-

ries on the same core leg, while magnetics with interleaved voltages can be coupled

on parallel core legs. Benefiting from both series and parallel couplings as well as

interleaving, matrix coupled magnetics can achieve miniaturized magnetic size and

inductive energy storage, reduced current ripple and power loss, and improved tran-

sient response. Similar coupled magnetics applied in current doubler rectifier [60,61],

dual flyback [62], multiphase LLC [63], and cross commutated buck converters [64]

are a subset of the generalized matrix coupled magnetic structure presented here.

Matrix coupled magnetics are generally applicable to power converters that have

both in-phase and interleaved voltage relationships between magnetic components.

In-phase voltages motivate series coupling to reduce cross-sectional core area, and in-

terleaved voltage excitations motivate parallel coupling to reduce ac current ripples.

Typical examples are multiphase, multi-order PWM converters [65], as shown in

Fig. 2.3. Figures 2.3a-2.3c plot a series of multiphase buck-boost topologies (SEPIC,

ZETA, and Ćuk) with matrix coupled inductors. Each topology contains two in-

ductors and one capacitor per phase. Given that the capacitor maintains stable dc

voltage, two inductors of each phase have identical square wave voltages and thus are

coupled in series on the same core leg. Many phases on different core legs are coupled

in parallel and are operated in interleaving. Figures 2.3d-2.3e plot a few multiphase

tapped-inductor topologies, where two windings of each tapped inductor are origi-
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Figure 2.3: Example PWM topologies that may apply matrix coupled magnetics:
(a) multiphase SEPIC; (b) multiphase ZETA; (c) multiphase Ćuk; (d) multiphase
tapped-inductor buck; (e) multiphase tapped-inductor boost; (f) multiphase flyback.

nally series coupled. The turns ratio can be adjusted to enlarge voltage conversion

ratio, but in-phase square wave voltages are always applied to the series coupled wind-

ings [66]. Through parallel couping and multiphase interleaving, ac current ripples

on the tapped inductors are decreased, enabling the use of a smaller magnetic core

with faster transient speed. Figure 2.3f shows an isolated matrix coupled converter

based on flyback topology. In the flyback converter, transformer windings are coupled

in series. While providing the functions of galvanic isolation and voltage conversion,

the transformer also needs to store energy due to dc magnetizing current. Applying

matrix coupling and interleaving operation to the multiphase flyback converter can

help reduce the required energy storage in the transformer.

Matrix coupled converters in Fig. 2.3 are constructed based on identical switching

converter cells connected in parallel. One can also combine multiple switching cells
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of different types into a composite converter [67] or sigma converter [68] to leverage

the resulting mutual advantages.

2.3 Mechanism of Current Ripple Reduction and Steering

This section systematically analyzes the mechanism of current ripple reduction and

ripple steering when operated under PWM voltage excitations. Fundamental ripple

reduction benefits from both parallel and series couplings are revealed. The analysis

is first performed based on symmetric matrix coupling structures where series coupled

windings of each phase have the same voltages, winding turns, and leakage reluctance

and winding configurations across parallel coupled phases are identical. Matrix cou-

pling structures are then generalized as asymmetric series coupling plus symmetric

parallel coupling, in which the above-mentioned quantities may vary across series

coupled windings, but parallel phases are still identical. In this case, current ripples

can be steered among the series coupled windings. Although asymmetric parallel

coupling is not elaborated in this chapter, it shares the same ripple reduction mech-

anism and benefits as the symmetric cases. The discussed conditions herein already

cover most of the matrix coupling applications, especially the multiphase topologies.

Following current ripple analysis is based on CCM operation, but related analysis in

discontinuous-conduction mode (DCM) can emulate the procedures presented below.

2.3.1 Phase Current Ripple Reduction

Assume the matrix coupled magnetic component in Fig. 2.2c contains M parallel

core legs, and on each leg are wound N series coupled windings. Figure 2.4a plots its

equivalent magnetic circuit model [69]. Each core leg is modeled as a circuit branch

with a leg reluctance RL and N MMF sources. Given that parallel coupled phases

are symmetric, the leakage fluxes between phases can be modeled as a central branch
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Figure 2.4: Equivalent magnetic models for the matrix coupled magnetics: (a) mag-
netic circuit model; (b) inductance dual model.
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Figure 2.5: (a) Interleaved winding voltages for parallel phases. (b) Modified induc-
tance dual model where windings of each phase are combined as one port delivering
the summed currents into the inductance network.

with an equivalent reluctance RC . Applying topological duality to the magnetic

circuit model leads to the inductance dual model [70–73], as shown in Fig. 2.4b. In the

inductance dual model, effective resistance can be further added in parallel with 1/RC

and 1/RL to capture the core loss of each portion of the magnetic core, or in series

at each port to capture the winding conduction loss. In a well-designed magnetic

component, these effective resistors are usually small enough and have negligible

impacts on the current ripple. Thus, they are ignored in the analysis below.

As a start, symmetric series coupling with the same winding voltages and number

of turns (denoted as n) is considered. Cases with unmatched voltages or number of

turns can be converted back to Fig. 2.4b as long as the series coupled windings have
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Figure 2.6: Detailed superposition procedures for phase current ripple analysis.

the same voltage-per-turn. More general cases allow unmatched voltage-per-turn for

series coupling and are discussed later in Section 2.3.3. In the case of symmetric

coupling, series coupled windings driven by identical voltages can be combined as one

port delivering the summed winding currents into the inductance network, as shown

in Fig. 2.5b. Summed current ripple of each phase is related to all the voltage excita-

tions v1, ..., vM , which become phase-shifted square wave voltages (in Fig. 2.5a) under

multiphase interleaved operation. We analytically derive the current ripple based on

superposition. Figure 2.6 illustrates the key steps of the superposition analysis. De-

note the summed winding current ripple in the kth phase as ∆ik. Interleaved voltage
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excitations v1, ..., vM have identical voltage patterns so that their positive volt-second

integrals of one cycle are the same (denoted as σ). M superposition subcircuits are

created. In each subcircuit, the square wave voltage results in triangular ac currents

in the two parallel inductors, and their peak-to-peak ripple values are:

(∆iLk)pp =
σRL

n
, (∆iCk)pp =

σRC

n
. (2.1)

In the inductance dual model, each branch inductor (1/RL) is only excited by its

parallel voltage source, while the shared inductor (1/RC) is excited by all voltage

sources. The overall shared inductor current ripple (∆iC) is the summation of the

interleaved triangular current ripples (∆iCk) in all subcircuits, so its peak-to-peak

current ripple is:

(∆iC)pp =

(
M∑

k=1

∆iCk

)

pp

=
ΓMσRC

n
, (2.2)

where Γ is the ripple cancellation ratio of the summed triangular currents due to

interleaving [41]:

Γ =
(k + 1−DM)(DM − k)

(1−D)DM2
, for

k

M
≤ D <

k + 1

M
. (2.3)

Since ∆iC and ∆iLk are synchronized to the PWM switching clock, summing their

peak-to-peak values results in the peak-to-peak ripple of ∆ik for the interleaved op-

eration:

(∆ik)
interleaved
pp =

1

n
((∆iC)pp + (∆iLk)pp) =

σ(ΓMRC + RL)

n2
. (2.4)

If theM phases are not interleaved and driven by synchronized voltage excitations,

the inductance dual model can be equivalent to multiple standalone ones as shown in

Fig. 2.7. Then the peak-to-peak ripple of ∆ik becomes

(∆ik)
non−interleaved
pp =

σ(MRC + RL)

n2
. (2.5)
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Figure 2.7: Equivalent inductance dual model per phase for non-interleaved voltages.

Define the parallel coupling coefficient as β = MRC/RL. A higher β indicates a

stronger parallel coupling. Define the ratio between the peak-to-peak values of ∆ik

with interleaved and non-interleaved operations as γ:

γ
def
=

(∆ik)
interleaved
pp

(∆ik)
non−interleaved
pp

=
(ΓMRC + RL)

(MRC + RL)
=

1 + βΓ

1 + β
. (2.6)

The analysis above reveals that the benefits of parallel coupling fundamentally

come from multiphase interleaving. Similar conclusion is drawn from a different per-

spective in [41]. If parallel-coupled phases are operated in a non-interleaved manner,

they are equivalent to multiple discrete inductors of n2

MRC+RL
, as indicated by Fig. 2.7.

In this case, phase current ripples, power losses, magnetic energy storage, and tran-

sient speed are all the same as the discrete ones. Only if the parallel phases are both

coupled and interleaved, the phase current ripple is reduced by a factor of γ, which

is determined by β and Γ. As implied by Eq. (2.6), with a strong parallel coupling

coefficient (i.e., β → ∞), γ approaches Γ. If the coupling is weak (i.e., β → 0), γ

approaches one, when no ripple reduction is achieved.

2.3.2 Winding Current Ripple Reduction

Equation (2.6) reveals the benefits of parallel coupling assuming the series coupled

windings are perfectly coupled. To capture the impact of non-ideal series coupling,

61



2. A Systematic Approach to All-in-One Magnetics Integration

the leakage flux between windings on the same core leg is modeled as a leakage

reluctance (RK) in parallel with each MMF source as shown in Fig. 2.8a. In the

inductance dual model of Fig. 2.8b, the parallel leakage path is then converted to a

series leakage inductance (1/RK) at each port. Define the series coupling coefficient

as α = NRK/RL. We analyze the current ripple under the impacts of series coupling

by mapping its inductance dual model (in Fig. 2.8b) back to the one without leakage

inductance RK (in Fig. 2.4b). The mapping process is illustrated in Fig. 2.9 with

parameter mapping described as:

(Fig. 2.8b)




RL

RC

RK

α

β




Parameter Mapping−−−−−−−−−−−−−→




R′
L

R′
C

β′




(Fig. 2.4b). (2.7)

Since the two inductance dual models in Fig. 2.9 are equivalent and should have the

same impedance matrix, the parameter mapping relationship can be obtained as





R′
L = RL||NRK

MR′
C = (RL +MRC)||NRK − RL||NRK

Kαβ
def
= β′ =

MR′
C

R′
L

=
αβ

1 + α + β

. (2.8)

Kαβ, determined by α and β, is the matrix coupling coefficient, which describes the

overall coupling strength among all the windings in the matrix coupled magnetics.

After model mapping, phase current ripple and its reduction ratio when considering

the series coupling coefficient can be analyzed in the same way as in Section 2.3.1.

Table 2.1 lists the summarized parameters of the current ripple analysis for sym-

metric matrix coupling. Here, impacts of both the series and parallel coupling co-
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Figure 2.8: Magnetic models including leakage inductance between series coupled
windings on each core leg: (a) magnetic circuit model; (b) inductance dual model.
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Figure 2.9: Mapping the inductance dual model back to the one without RK .

efficients are included. As indicated by Table 2.1, compared to the non-interleaved

operation, multiphase interleaving can reduce the peak-to-peak phase current ripple

by a factor of γ. The phase current ripple ((∆ik)
interleaved
pp ) is the summation of wind-

ing current ripples in each phase and will be equally split across the series coupled
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Table 2.1: Key Parameters of Current Ripple Analysis for Symmetric Matrix Coupling

Series Coupling Coefficient α = NRK

RL

Parallel Coupling Coefficient β = MRC

RL

Matrix Coupling Coefficient Kαβ = αβ
1+α+β

Current Ripple Reduction Ratio γ =
1+KαβΓ

1+Kαβ

(∆ik)
non−interleaved
pp

σ
(
(MRC+RL)||NRK

)
n2

(∆ik)
interleaved
pp γ × (∆ik)

non−interleaved
pp

(∆iwinding)
interleaved
pp

1
N
(∆ik)

interleaved
pp

windings if they have the same leakage inductance (1/RK). In this case, γ is also the

current ripple reduction ratio for each winding current:

(∆iwinding)
interleaved
pp

(∆iwinding)
non−interleaved
pp

=
(∆ik)

interleaved
pp

(∆ik)
non−interleaved
pp

= γ (2.9)

A higher α or β results in a higher Kαβ so that γ will be lower. Therefore, both

strong series coupling and parallel coupling are preferred in order to achieve lower

current ripples and larger benefits for matrix coupled magnetics.

2.3.3 Winding Current Ripple Steering

The above analysis is based on symmetric series coupling when all windings are con-

tinuously conducting. In some applications, however, series coupled windings can

have different turns ratio and voltages (e.g., tapped-inductor topologies) or inter-

mittent winding currents caused by switching behaviors (e.g., flyback topology). If

certain windings are disconnected due to switching, current ripples will be distributed

among the other conducting windings, but the summed current ripple of each phase

still follows the analysis above as long as the voltage relationships are always applied.
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Figure 2.10: Generalized series coupled winding configuration in the kth phase and
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Therefore, without loss of generality, we assume all the windings are always conduct-

ing. Figure 2.10 plots a generalized inductance dual model referring to the series

coupled windings in the kth phase. Winding voltage vkj, turns ratio nj, and leakage

inductance 1/RKj
are all independent. As shown in the figure, the multi-source in-

ductance network can be converted to a single-source Thevenin-equivalent network

with equivalent quantities as:

Req =
N∑

j=1

RKj
, veq =

neq

Req

N∑

j=1

RKj
vj

nj

. (2.10)

neq is a reference turns ratio and can be anyone of n1 ∼ nN . Then the Thevenin-

equivalent network can be substituted into the model in Fig. 2.9, following the same

procedures above to get the phase current ripple ∆ik.

For general asymmetric series coupling, how phase current ripple ∆ik is distributed

into series coupled windings depends on winding voltage, turns ratio, and leakage

inductance. There is no general solution to the winding current ripple. Instead, it

needs to be analyzed case by case. However, if all series coupled windings share the

same voltage-per-turn, ∆ik will be linearly split into each winding, proportionally

to its leakage reluctance RKj
, as shown in Fig. 2.11. As explored in [46], there are

opportunities to steer the current ripple among series coupled windings by adjusting
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Figure 2.11: Current ripple steering among the series coupled windings in the kth

phase. If the windings have identical volt-per-turn, the phase current ripple ∆ik will
be linearly divided into each winding by a steering coefficient sj.

the leakage reluctance. The steering coefficient and current ripple for the jth winding

in the kth phase are:

sj =
RKj∑N
i=1RKi

, ∆ikj = sj ×∆ik. (2.11)

Equation (2.11) indicates that, with appropriate adjustment of leakage reluctance,

switching current ripples on specific windings can be reduced to nearly zero. Rip-

pleless winding currents can be used at important outputs to supply ripple-sensitive

applications or to reduce the filtering capacitor size.

2.4 Transient Performance and Figure of Merit

Besides the current ripple, another important metric for a matrix coupled inductor

is the transient performance, which impacts converter dynamics and control design.

The transient performance of the matrix coupled inductor can be analyzed based on

switching-cycle averaging. To analytically derive the transient inductance, symmetric

matrix coupling is assumed. Asymmetric cases can emulate the analysis below.
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Figure 2.12: (a) Duty ratio command for each phase remains identical during tran-
sients. (b) Switching-cycle averaged voltage of each winding is identical.

In a multiphase PWM converter with the matrix coupled inductor, duty ratios of

parallel phases are usually identical. Under the control methods that maintain the

same duty ratio for parallel phases during transients, all the windings will always

have identical square wave voltages (same amplitude and pulse width), as shown

in Fig. 2.12a. Applying switching-cycle averaging to the inductance dual model

(Fig. 2.12b), the averaged winding voltage is the same for each winding, regardless of

phase shifts. It indicates that in the switching-cycle averaged model, all the windings

are always driven by identical voltage excitations. In this case, each winding can

be modeled as an individual inductance network, as shown in Fig. 2.13a. Therefore,

the equivalent inductance seen at each winding during transient (defined as transient

inductance Ltr in Fig. 2.13b) is:

Ltr =
n2N

(MRC + RL)||NRK

. (2.12)
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Figure 2.13: (a) Switching-cycle averaged model for each winding. (b) Equivalent
inductance seen at each winding during transients.

Ltr determines the transient performance of the matrix coupled inductor under

common-mode excitations. A smaller Ltr enables the designer to achieve a faster

transient response with proper closed loop control [14]. This chapter only discusses

this common-mode transient inductance, because it is typically used to solve the

input or output transient speed and can indicate the scaling trend of the transient

performance for matrix coupled magnetics. Transient response for parallel coupled

inductors under differential-mode excitations is discussed in [58].

Under common-mode excitations, the averaged component voltages and currents

of using the matrix coupled inductor is the same as using discrete inductors Ltr.

Therefore, the large- and small-signal models can be developed by treating the matrix

coupled inductor as multiple discrete Ltr, as illustrated in Fig. 2.14. To quantify the

benefits of matrix coupling, a figure of merit (FOM) is defined by comparing the

current ripple of a matrix coupled inductor (under interleaved operation) to that of

using discrete Ltr:

FOM
def
=

(∆iwinding)
matrix−coupled
pp

(∆iwinding)
discrete−Ltr

pp

=
1 +KαβΓ

1 +Kαβ

= γ. (2.13)

The FOM describes the current ripple reduction ratio of using a matrix coupled

inductor compared to using discrete inductors given the same transient performance.

A lower FOM indicates a lower current ripple than that of discrete inductors and
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Figure 2.14: Switching-cycle averaged dynamics of the converter with the matrix
coupled inductor are the same as that with discrete inductors of Ltr.

larger benefits. Accordingly, the effective steady-state inductance Lss that has the

same steady-state current ripple can be expressed as: Lss = Ltr/γ.

Equation (2.13) also implies that the ripple reduction ratio between using matrix

coupled inductor and discrete Ltr equals the ripple reduction ratio between inter-

leaved and non-interleaved operations for the matrix coupled inductor itself. This is

consistent with the fundamental characteristics of matrix coupling: Ltr is in effect

the equivalent winding inductance under common-mode voltage excitations, so it is

equal to the effective winding inductance when operated by non-interleaved (synchro-

nized) PWM signals. Consequently, current ripple of discrete Ltr is the same as the

matrix coupled inductor under non-interleaved operation, and thus FOM equals γ.

Figure 2.15 plots the FOM as a function of duty ratio with different phase numbers

(M) and coupling factors (Kαβ), indicating that a higher number of parallel phases or

a stronger matrix coupling coefficient will result in a lower FOM (i.e., larger benefits)

across the full duty ratio range.
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Kαβ = 1Kαβ = 0.1
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Figure 2.15: FOM as a function of duty ratio (D) for various numbers of phases (M)
and coupling factors (Kαβ).

2.5 Design of a Matrix Coupled SEPIC Converter

To validate the matrix coupled magnetic structure and the theoretical analysis, a

four-phase synchronous SEPIC converter with a planar matrix coupled inductor is

designed and built. This section elaborates the detailed prototype design including

the planar inductor structure, optimized winding pattern, and converter PCB layout.

2.5.1 Matrix Coupled Inductor Design

Figure 2.16a shows the circuit topology, in which eight discrete PWM inductors are

merged into one matrix coupled inductor. The matrix coupled inductor is imple-

mented as planar PCB integrated magnetics utilizing a four-leg planar magnetic core
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Figure 2.16: (a) Circuit topology of the four-phase matrix coupled synchronous
SEPIC converter. (b) Four-leg EE-type magnetic core built with Ferroxcube 3F4
material. (c) Cross section of the magnetic core and inductor winding annotations.

as shown in Fig. 2.16b. The magnetic core is built with Ferroxcube 3F4 material and

takes up 12 mm×13 mm board area. Two core pieces are stacked as an EE-type struc-

ture with 5.25 mm total height. The magnetic core is four-way symmetric, allowing

for identical parameters across the four phases. Details about this core shape design

are provided in [57]. A ladder core structure as presented in [41] is also feasible.

Figure 2.16c plots the cross-section view of the magnetic core and annotated in-

ductor winding configurations. The labeled winding current directions follow the

defined ones in Fig. 2.16a. As shown in Fig. 2.16c, two inductor windings of each

phase are wound on the same core leg and their ac currents flow in the same direc-

tion, whereas ac winding currents of neighboring phases flow reversely in the shared

window area. It might lead to concentrated currents on adjacent conductor surfaces

between phases due to the proximity effect. Thus, an appropriate winding design is

needed to reduce the ac resistance.
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Figure 2.17: Alternative winding designs of the matrix coupled inductor based on
an 8-layer PCB board of 3-oz copper thickness: (a) side by side; (b) non-interleaved
overlapping; (c) interleaved overlapping. Assume each inductor current is IL. MMF
diagrams for windings in the window area are plotted along horizontal and vertical
directions.

Figure 2.17 shows three feasible PCB winding designs based on an 8-layer PCB

board of 3-oz copper thickness. MMFs of the windings are plotted in both horizontal

and vertical directions across the window area. Figure 2.17a shows a side-by-side

winding design, where windings of neighboring phases are placed side by side in the

window area. Each inductor comprises four layers of windings connected in parallel

and takes up half of the window width. Assume each inductor current is IL. In the

window area, MMFs of two reverse inductor currents on the same layer cancel each

other, so the MMF along vertical direction remains zero. Along horizontal direction,
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Figure 2.18: FEM simulation of magnetic field strength distributions and ac winding
current distributions in the designs of (a) side by side; (b) non-interleaved overlapping;
(c) interleaved overlapping. Each inductor is driven by a 1-MHz sinusoidal current
excitation of 10-A amplitude. Copper thickness and current directions are consistent
with Fig. 2.17.

the opposite winding currents on the left and right sides enhance the magnetic flux,

resulting in a maximum MMF of 2IL in the center. Figure 2.17b shows a non-

interleaved overlapping design, in which windings between phases take up the full

window width and are overlapped in the window area. Winding layers between phases

are not interleaved but separated into top and bottom halves of the PCB. Each

inductor is comprised of two layers of windings connected in parallel. Due to the

overlapped windings, MMFs of reverse currents cancel along horizontal axis, but the

opposite currents of the top and bottom halves result in a maximum MMF of 2IL

in the middle of vertical direction. Figure 2.17c plots the interleaved overlapping

winding design, where windings between neighboring phases are both overlapped

in the window area and interleaved across PCB layers. The interleaved winding

layers can effectively reduce the MMF along vertical direction. The maximum MMF

along vertical direction is IL/2, and MMF along horizontal direction remains zero.

Accordingly, the interleaved overlapping winding design maintains low MMFs in both

the horizontal and vertical directions.
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For the three winding designs in Fig. 2.17, dc resistance of the windings in the

window area is the same, but ac resistance varies. Figures 2.18 shows the finite-

element-method (FEM) simulations of magnetic field distributions and ac winding

current distributions. The simulations are performed by applying a 1-MHz sinusoidal

current excitation of 10-A amplitude to each inductor, and eddy current effects are

captured for each winding. Since the core has a large permeability µcore ≫ µ0, the H

field of leakage flux in the window area is much higher than in the core. The FEM

simulation results are consistent with the MMF analysis in Fig. 2.17. For the side-

by-side or non-interleaved overlapping design, the H field mainly flows vertically in

the center of the window area or flows horizontally and concentrates between middle

layers. As for the interleaved overlapping design, the major H field in the window

area also flows horizontally along the conductor layers, but it maintains low and

is well balanced across different layers. The high H field in the side-by-side and

non-interleaved overlapping design causes concentrated current at nearby conductor

surfaces with increased ac resistance, as can be observed in Fig. 2.18. Consequently,

the interleaved overlapping design has the most balanced ac current distribution with

the lowest ac resistance, and thus is selected.

Figure 2.19 plots the overall 3-D structure and detailed PCB winding patterns of

the planar matrix coupled inductor. Circuit connections and current flow direction

of each winding (as defined in Fig. 2.16a) are labeled in the figure. Parallel winding

terminal connections of phases 1 & 2 are drawn for demonstration. Winding patterns

and terminal connections of phases 3 & 4 are centrosymmetric to phases 1 & 2.

2.5.2 Matrix Coupled SEPIC Prototype

The matrix coupled SEPIC prototype is designed to flexibly deliver power from

1 V∼5 V input to 1 V∼5 V output. Figure 2.20 shows the annotated prototype

from top, bottom, and side views. The prototype measures 35 mm × 35 mm in
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Figure 2.19: 3-D structure of the matrix coupled inductor and PCB winding patterns
on (a) layer 1 & 3, (b) layer 2 & 4, (c) layer 6 & 8, and (d) layer 5 & 7. Winding
terminal connections of phases 1 & 2 are plotted for demonstration. Phases 3 & 4
are centrosymmetric to phases 1 & 2. The multilayer overlapped implementation of
multiple windings enables greatly reduced ac resistance.

area and 5.25 mm in height. Its total volume is 6431 mm3 (i.e., 0.392 in3). On the

converter, the matrix coupled inductor is located in the center with four phases of

SEPIC surrounding it. As a result, both the matrix coupled inductor and the over-

all converter structure are centrosymmetric, facilitating keeping balanced parameters

across the four phases.

In the matrix coupled SEPIC converter, blocking capacitors might resonate with

the leakage inductance of the coupled inductor. To avoid resonance and keep the

blocking capacitors working as dc sources, sufficient leakage inductance is needed for

maintaining the resonant frequency far less than the switching frequency [64]. In

this design, as shown in Fig. 2.20, through-hole connections for external windings are

reserved to adjust the leakage inductance. Figure 2.21a shows two alternative exter-
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Figure 2.20: Annotated matrix coupled SEPIC prototype: (a) top view; (b) bottom
view; (c) side view. The prototype measures 35 mm × 35 mm × 5.25 mm.
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Figure 2.21: External winding setup: (a) two winding options; (b) current measure-
ment setup; (c) compact winding setup for high power density.

nal windings: current measurement loop (27 nH) and compact rectangular winding

(10 nH), and their assembly setups are shown in Figs. 2.21b and 2.21c, respectively.

To achieve high power density, the compact rectangular winding is designed to reduce

the height so that the prototype thickness is only determined by the magnetic core

as shown in Fig. 2.20c. In the following of this chapter, all the current measurements

are performed with the current measurement loop. Efficiency and maximum out-
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Table 2.2: Bill-of-Material of the Matrix Coupled SEPIC Prototype

Device & Symbol Description

Low Side Switch, S11 ∼ S41 Infineon BSZ010NE2LS5
High Side Switch, S12 ∼ S42 Infineon BSZ011NE2LS5I

Switch Gate Driver TI LM5114
Blocking Capacitor, CB1 ∼ CB4 X5R 6.3 V, 100 uF×6
Input Capacitor, CIN1 ∼ CIN4 X5R 6.3 V, 100 uF×6

Output Capacitor, COUT1 ∼ COUT4 X5R 6.3 V, 100 uF×10

Core Material Ferroxcube 3F4
Core Leg Reluctance, RL 1.02× 106 H−1

Leakage Reluctance, RC 19.9× 106 H−1

Winding Leakage Reluctance, Rk
* 1 36.9× 106 H−1

2 99.0× 106 H−1

* Equivalent Rk including the external winding inductance. 1 is for the current measurement
loop. 2 is for the compact rectangular winding.

put power are measured based on the compact rectangular winding. As implied by

Fig. 2.8, the external winding inductance can be merged into 1/Rk to directly lever-

age the developed analysis of current ripple and transient performance. Table 2.2

lists detailed component descriptions and equivalent magnetic parameters of the two

external winding setups. Experiments below are performed based on the parameters

in Table 2.2, unless otherwise specified. The leakage inductance of external windings

can be further integrated into the matrix coupled inductor design for maximizing the

power density.

2.6 Experimental Results

This section shows the experimental results in terms of inductor current ripple, tran-

sient speed, converter efficiency, and magnetics comparison.

2.6.1 Inductor Current Ripple and Converter Dynamics

Current ripple and transient speed are usually tradeoffs for discrete inductors, whereas

the matrix coupled inductor can achieve both low current ripple and fast transient
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Figure 2.22: (a) Measured two switch-node voltages, a blocking capacitor voltage,
and an inductor current (as defined in Fig. 2.16), when Vin = 5 V, Vout = 3.3 V, Iout =
50 A, and fsw = 806 kHz. (b) Current ripple reduction ratio as a function of duty
ratio with different external winding setups.

speed at the same time. This subsection experimentally validates the analysis of

current ripple reduction, current ripple steering, and converter dynamics as discussed

in Sections 2.3 and 2.4.

Figure 2.22a plots the measured steady-state operation waveforms when the pro-

totype is switching at 806 kHz and converting 5 V into 3.3 V with 50 A load current.

As shown in the figure, the blocking capacitor remains stable voltage without reso-

nance, functioning like a dc source as expected. Inductor current ripple is reduced

at a frequency of four times the switching frequency due to the multiphase inter-

leaving. Figure 2.22b plots the current ripple reduction ratio (γ) as a function of

duty cycle (D) for the two external winding setups and for the case without external

winding. Larger external winding leakage inductance leads to lower coupling coef-

ficient and larger transient inductance. According to the magnetic parameters in

Table 2.1, matrix coupling coefficients and equivalent transient inductances for the

current measurement loop and compact winding setups are: Kαβ = 37 & 56 and

Ltr = 52 nH & 35 nH, respectively. When directly connecting without external wind-

ing, they are Kαβ = 78 and Ltr = 25 nH. Figure 2.22b implies that the coupling
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coefficients with the two external winding setups are sufficiently high so that the

ripple reduction ratios with and without external windings are similar. The major

difference lies in the transient inductance Ltr that varies from 25 nH to 52 nH, result-

ing in the variation of steady-state inductance Lss as well as winding current ripple.

The figure also indicates that inductor current ripple of the four-phase matrix coupled

SEPIC will approach almost zero when D = k/4, k = 1, 2, 3.

To verify the analysis of current ripple reduction, the matrix coupled SEPIC pro-

totype (with measurement loop) is tested under both interleaved and non-interleaved

operations when converting voltage from 1 V to 3.3 V at 1 MHz switching frequency.

In this case, Ltr = 52 nH and Lss = 1.07 µH, as indicated by Fig. 2.22b. Figure 2.23

shows the measured inductor current ripples, which are well-balanced across the four

phases, indicating a good symmetry of the prototype. Under interleaved operation,

inductor current ripple is the same as using discrete Lss and is only 0.8 A. Under non-

interleaved operation, it is the same as using discrete Ltr and increases to 15.5 A. The

measured ripple reduction ratio at this duty cycle is 5.2%, reflecting about 20x cur-

rent ripple reduction compared to using discrete inductors with the same transient

speed. The measured current ripples under interleaved and non-interleaved opera-

tions as well as ripple reduction ratio match well with the theoretically calculated

ones (0.72 A, 14.8 A, 4.8%).

The matrix coupled SEPIC prototype is also tested with asymmetric series cou-

pling to validate current ripple steering. In the experiment, external winding leakage

is adjusted by changing the size of current measurement loop. Phases 1 & 3 are

selected for demonstration. In phase 1, two external winding leakages are identical

(both are 27 nH), while in phase 3, they are 22 nH and 37 nH, respectively. Fig-

ure 2.24 shows the measured winding current ripples of phases 1 & 3. As indicated

by the figure, the summed phase current ripples are still balanced between phases

1 & 3 (i.e., 7 A ≈ 6.9 A), because the lumped leakage inductances of the series
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Figure 2.23: Inductor current ripple under (a) interleaved operation and (b) non-
interleaved operation. Vin = 1 V, Vout = 3.3 V, fsw = 1 MHz, and tested in the setup
with current measurement loops.
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Figure 2.24: Measured waveforms for verifying current ripple steering due to asym-
metric series coupling. In phase 1, two external winding leakages are both 27 nH,
while in phase 3, they are 22 nH and 37 nH, respectively. The ripple steering ratio is
inversely proportional to external winding leakage inductances.

coupled windings in the two phases are identical (i.e., 27||27 nH ≈ 22||37 nH). Due

to asymmetric series coupling, however, phase current ripple is unevenly distributed

between the two windings in phase 3. The distributed ripple percentage is inversely

proportional to external winding leakage inductances, consistent with the analysis in

Section 2.3.3.

As discussed in Section 2.4, converter dynamics of the matrix coupled SEPIC can

be analyzed by replacing the matrix coupled inductor with discrete Ltr. Then existing

modeling methods for SEPIC converter can be directly applied. Figure 2.25 plots the
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Figure 2.25: (a) Small-signal circuit model of the four-phase matrix coupled SEPIC
converter. (b) Simplified small-signal circuit model. D is the gate driving duty ratio
of the lower switch Sk1, and D′ = 1 − D. Assume blocking capacitors have stable
voltages and can be treated as constant voltage sources.

small-signal circuit model of the four-phase matrix coupled SEPIC. In Fig. 2.25a, each

phase is modeled in the same way as a conventional SEPIC converter with discrete

Ltr, and small-signal circuits of multiple phases are connected in parallel. An Req is

inserted to capture the power losses of each phase. The simplified small-signal circuit

of four parallel phases is plotted in Fig. 2.25b, indicating that the matrix coupled

SEPIC converter is a second-order system. Accordingly, the control (d̂) to output

(v̂out) transfer function can be derived as follows:

v̂out

d̂
=

1

MRoD′2 +Req

·
(
MRo − D

D′2Req − D
2D′2Ltrs

)
VIN

s2

ω2
n
+ s

ωnQ
+ 1

, (2.14)

ωn =

√
2Req + 2MRoD′2

LtrRoCout

, Q =

√
2LtrRoCout

Ltr + 2ReqRoCout

(2.15)
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Figure 2.26: (a) Modeled and measured Bode plots of the control (d̂) to output
(v̂out) transfer function. (b) Duty ratio perturbation from 50% to 53%. Duty ratio is
indicated by the controller DAC output with 0∼3.3 V to represent 0∼100%. Vin =
3.3 V, Vout = 3.3 V, fsw = 1 MHz, effective Cout = 168 µF in (a) and 8.8 µF in (b),
Ro = 2.5 kΩ in (a) and 0.4 Ω in (b). Tested with current measurement loops.

To verify the transfer function, the matrix coupled SEPIC prototype was operated

at 3.3-V input to 3.3-V output with 2.5-kΩ Ro and 168-µF effective Cout (considering

dc bias degradation). The equivalent Req is 15.5 mΩ. The control to output transfer

function is measured from gate signal to output voltage in the same way as in [58].

Figure 2.26a compares the measured and modeled transfer functions. The discrepan-

cies mainly come from the errors in the estimated resistance (Req), non-linear effects

in inductors and capacitors, and other factors that the small-signal circuit model

doesn’t capture, such as deadtime and switching loss.

Figure 2.26b shows the measured transients during a duty ratio perturbation from

50 % to 53 %. In this test, the effective output capacitance Cout = 8.8 µF , and the

load resistance Ro = 0.4 Ω. According to Eq. (2.15), the resonant frequency of the

control-to-output transfer function is fn = ωn

2π
= 333 kHz. The transient output

voltage in Fig. 2.26b is a typical underdamped second-order system response. The

measured resonant frequency of the output voltage waveform is 345 kHz, which is

close to the theoretical calculation.
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Figure 2.27: (a) Measured efficiency of different voltage conversion ratios at 806 kHz
switching frequency. (b) Full-load hot-spot temperature of the prototype under
36 CFM airflow. (Vin = 5 V, Vout = 1 V, Iout = 185 A, and fsw = 806 kHz.)

2.6.2 Efficiency Measurement and Magnetics Comparison

Figure 2.27a shows the measured converter efficiency of different conversion ratios

when switching at 806 kHz. The peak efficiency and maximum output power for the

5 V-to-3.3 V, 5 V-to-1 V, and 1 V-to-3.3 V conversions are (93.2%, 430 W), (90.3%,

185 W), and (93.5%, 170 W), respectively. The maximum output power in each

case is obtained when the hot-spot temperature reaches around 95 °C under 36 CFM

airflow, as demonstrated in Fig. 2.27b. The measurement results indicate that the

matrix coupled SEPIC prototype can flexibly deliver power from 1 V∼5 V input to

1 V∼5 V output and can deliver up to 185-A output current at 5 V-to-1 V voltage

conversion with power density over 470 W/in3.

Detailed power loss breakdown versus output current for the 5 V-to-1 V voltage

conversion is plotted in Fig. 2.28. In Fig. 2.28a, the calculated efficiency based on the

estimated power loss is compared with the measured efficiency. Figure 2.28b shows

the power loss proportion in the peak-efficiency load condition and full load condition.

At light load, the switching losses of high side and low side switches dominate and

limit the peak efficiency, while at full load, conduction losses of inductor windings and
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Figure 2.28: (a) Detailed power loss breakdown and calculated efficiency for 5 V-to-1
V voltage conversion at 806 kHz switching frequency. (b) Power loss proportion in the
peak-efficiency load condition (Iout = 29 A) and full load condition (Iout = 185 A).
Loss breakdown includes conduction loss and switching loss of high side and low side
switches, PHS.Cond, PHS.SW , PLS.Cond, PLS.SW ; ESR loss of blocking capacitors PCap;
inductor winding loss and core loss, PWinding, PCore; conduction loss of PCB traces
and vias, PPCB.

high side switches dominate. In the loss breakdown, winding conduction loss takes

up a large portion, especially at heavy load. Therefore, one straightforward way of

improving converter efficiency is to integrate the external leakage inductance into the

matrix coupled inductor to achieve lower winding resistance. Besides, by replacing

the switches with lower current-rated ones that have smaller parasitic capacitance, the

switching loss can be reduced, and converter light-load efficiency (including the peak

efficiency) can be further improved. The tradeoffs are the increased Rds(on) and the

decreased maximum power rating. It is noticeable that the switching loss of low side

switches is much higher than their conduction loss, especially at light load. However,

the low side switches are still supposed to keep a similar current rating to that of the
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Discrete Inductors
Matrix Coupled 

Inductor

Ltr Lss DCR

Discrete (SER1412-301ME) 300 nH 300 nH 1.43 mΩ

Matrix Coupled Inductor 35 nH 302 nH 1.5 mΩ

Figure 2.29: Size comparison between commercial discrete inductors and the matrix
coupled inductor. The background grid cell size is 1 cm. Comparison is based on
the same current ripple, similar winding dc resistance (DCR), and similar current
ratings (i.e., Irms ≥ 40 A with inductor temperature rise less than 40 °C) when con-
verting voltage from 5 V to 1 V at 806 kHz switching frequency. Box dimensions
(length×width×height) of the eight discrete inductors and the matrix coupled induc-
tor are 44×30.48×12.66 mm3 and 24×24×5.25 mm3, respectively.

high-side switches in order to maintain balanced performance across wide buck and

boost conversion range.

According to Fig. 2.22b, the designed matrix coupled inductor (with compact

winding) has the same fast transient speed as a 35-nH discrete inductor and maintains

the same low current ripple as a 302-nH discrete inductor at 5 V-to-1 V voltage

conversion. Figure 2.29 compares the matrix coupled inductor with the state-of-the-

art commercial discrete inductors. Here, Coilcraft SER1412-301ME inductor that

has similar current ripple and current rating is selected. Both the magnetic core and

inductor windings (i.e., PCB & external windings) are included in the matrix coupled

inductor for the size comparison. The box volume of eight discrete inductors and one

matrix coupled inductor is 16,978 mm3 and 3,024 mm3, respectively, indicating over

5.6 times size reduction.

To further compare the converter performance, the four-phase SEPIC prototype

is also tested with discrete inductors as shown in Fig. 2.30a. Figure. 2.30b plots the
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(a) (b)

Figure 2.30: (a) Four-phase SEPIC prototype equipped with discrete inductors. (b)
Efficiency comparison of the SEPIC prototype with one matrix coupled inductor
(compact winding) and with eight discrete inductors.
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Figure 2.31: Measured open-loop transient waveforms of the SEPIC prototype with
(a) matrix coupled inductor (compact winding); (b) discrete inductors. Duty ratio
steps from 17% to 41.9%. Vin = 5 V; Vout changes from 1 V to 3.3 V; Iout =
20 A; fsw = 806 kHz; effective Cout = 300 µF.

converter efficiency with the matrix coupled inductor and with discrete inductors,

which are almost the same. It is consistent with the analysis since they have the

same current ripple and similar winding resistance. Figure 2.31 shows the measured

open-loop transient response of the two inductor setups during a duty ratio step

change. As indicated by the figure, the matrix coupled inductor can significantly
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improve the transient performance by reducing both settling time and voltage over-

shoot. Consequently, compared to commercial discrete inductors, the designed matrix

coupled inductor can reduce total magnetic volume by over 5.6 times and improve

the transient speed by over 8.5 times (i.e., Ltr reduced from 300 nH to 35 nH) while

maintaining similar current ripple and current rating.

2.7 Chapter Summary

This chapter presents a matrix coupled all-in-one magnetics integration approach

that combines both series coupling and parallel coupling. A systematic analysis of

the current ripple reduction is performed, which implies that current ripple reduc-

tion fundamentally comes from multiphase interleaving, and coupling coefficients will

scale the ripple reduction ratio gained from interleaving. To have a lower current rip-

ple, both stronger series coupling and parallel coupling are preferred. Current ripple

steering due to asymmetric series coupling is discussed, and steering ratios are de-

rived. By adjusting steering ratios, ripple can be steered away from specific windings,

beneficial to ripple-sensitive applications. The transient performance of the matrix

coupled inductor is demystified, providing guidance on converter dynamics analysis

and large- or small-signal model derivation. To quantify the benefits of matrix cou-

pling, an FOM is defined by comparing the current ripple of a matrix coupled inductor

to that of a discrete inductor given the same transient speed. The comparison results

indicate that a higher number of phases and a stronger matrix coupling coefficient

will amplify the benefits of matrix coupled inductors compared to discrete ones. A

1 V-to-5 V input, 1 V-to-5 V output, four-phase matrix coupled synchronous SEPIC

converter was designed and built. The matrix coupled inductor is implemented as

a PCB planar magnetic component with an optimized winding design to reduce ac

resistance. The matrix coupled SEPIC prototype achieves a maximum power density

over 470 W/in3 at 5 V-to-1 V voltage conversion. Compared to discrete commer-
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cial inductors, the designed matrix coupled inductor has a 5.6 times smaller size and

8.5 times faster transient speed with similar current ripple and current rating. The

experimental results validate both the matrix coupling concept and the theoretical

analysis.

The methodology presented in this chapter enables a holistic rethinking of power

magnetic component design in PWM power converters – there are opportunities to

merge all PWM power magnetics in a topology into one to reduce size, improve

efficiency, and enhance transient performance.
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Chapter 3

Granular Architecture with Parallel

Coupled Magnetics for High Current

Computing Systems

3.1 Background and Motivation

The microprocessor industry has gone through tremendous change over the past few

decades (Fig. 3.1a). It had been driven by Moore’s law and Dennard scaling [78] for

a long time, during which integrated transistor count on one single chip grew expo-

nentially without significantly increasing the power consumption density. In recent

years as Dennard scaling tapered out, processor performance-per-Watt improvement

gained from the advances in fabrication process gradually faded away [79]. To meet

the growing computational demand of artificial intelligence (AI) applications and

cloud computing, microprocessors have entered a new era, where multiple cores are

integrated on one chip and many chiplets are co-located on one interposer [80], inces-

santly pushing towards larger die area and higher power consumption.

However, the continuous scaling of computing systems is hitting both the

power wall and the memory wall (Fig. 3.1b) [81]. With billions of transistors,

high-performance microprocessors nowadays can consume hundreds of amperes of
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Figure 3.1: (a) Microprocessor trend data during 1972 ∼ 2022 (replotted from [74]).
(b) As microprocessors develop from single-core, monolithic die to multi-core, mul-
tiple chiplets, modern computing systems are hitting both power wall and memory
wall (replotted from [75]). Process node geometry and die area of selected high-
performance-tier GPUs in [76,77] are plotted along the scaling curve of GPU thermal
design power.

current at very low voltage (< 1 V), greatly increasing the conduction loss on power

distribution networks (PDN) and narrowing the tolerance for supply voltage varia-

tions [1]. Besides, the development of AI algorithms dramatically boosts the memory

bandwidth demand. These have brought severe challenges to designing highly so-

phisticated signal and power network, which requires high converter efficiency, high

control bandwidth, and high signal and power integrity.

A recent trend in data centers is to replace the ac power distribution with 48∼54 V

dc distribution networks on the server racks [82]. To deliver power from 48 V dc

bus to low voltage microprocessors, conventional voltage regulation solutions heavily

rely on the on-board power conversion with little or without any conversion stress

inside the processor package (Fig. 3.2a). The on-board power circuits of various

point-of-load (PoL) converters can be generally classified into two categories: the

two-stage architecture [54, 83–87] and the single-stage architecture [68, 88–91]. In

two-stage architectures, an intermediate dc voltage bus is employed to decouple the
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voltage conversion stress and transient dynamics between the two converter stages.

The first stage is usually a transformer-based converter (e.g., LLC converter) or a

switched-capacitor (SC) circuit functioning as a fixed-ratio dc transformer (DCX),

and the second stage is a multiphase buck switching at high frequencies for the high

control bandwidth. Compared to transformer-based topologies, SC converters utilize

capacitors to undertake the major voltage stress for the large step-down ratio and can

substantially decrease the converter size due to the superior capacitor energy storage

density. If merging the two stages, soft charging technique can be leveraged on the

SC circuits to reduce the charge sharing loss [31, 92–94], allowing the use of smaller

capacitors or lower switching frequency with decreased converter size and improved

efficiency. Single-stage architectures that have low component count and less power

conversion stages can attain high efficiency and high power density, but they might

experience difficulty realizing high control bandwidth. Although the on-board power

conversion solutions are currently the mainstream due to mature techniques and easier

implementation, their long PDN traces lead to high conduction loss and large on-

board areas impede microprocessors from communicating with peripherals, limiting

the efficiency, power density, as well as control and communication bandwidth that

can be achieved.

An alternative 48-to-1-V voltage regulation solution is to embed a substantial part

of or complete power conversion circuits into the processor package, enabling ultra-

compact power-supply-in-package (PwrSiP) systems [95], as shown in Fig. 3.2b. With

PwrSiP voltage regulation, power conversion stress is shifted from on-board circuits to

in-package circuits. The shortened interconnection lengths can substantially decrease

PDN losses and benefit signal integrity, making it extremely attractive for powering

future high-performance microprocessors. Figure 3.3 shows an example PwrSiP im-

plementation, where a voltage regulator module (VRM) is co-packaged with a CPU.

To fit into the CPU socket, the VRM is required to have both small area and low z
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Figure 3.2: Microprocessor power architecture comparison between (a) traditional
solution that heavily relies on the on-board power conversion and (b) PwrSiP solution
that focuses on the in-package power conversion. A two-stage on-board conversion
architecture is demonstrated in (a) as an example. Labeled efficiencies are sourced
from [37,39,97] and Section 3.6.4 (including gate loss).

Socket VRM

Server Mother Board

Cooling
XPU

Figure 3.3: Ultra-thin VRM embedded into a CPU package that fits in a land-grid
array (LGA) socket for extreme efficiency, density, and control bandwidth.

height. Typically, the VRM height is set by the magnetic components, whose sizes

are limited by the fundamental trade-off between transient and ripple performance.

Parallel coupled magnetics with interleaving operation can obtain both high di/dt in

transient and low current ripple in steady-state, greatly reducing dc energy storage

and magnetic size [14,41,96].

In pursuit of an ultra-compact PwrSiP CPU VRM with miniaturized z height

for high current computing systems, this chapter presents a multistack switched-

capacitor point-of-load (MSC-PoL) architecture with parallel coupled magnetic com-

ponents [98], as demonstrated in Fig. 3.4. Multiple granular SC cells are stacked in

front and break down the high input voltage into many intermediate voltage rails,

which are loaded with granular switched-inductor current sources to perform soft
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Figure 3.4: MSC-PoL architecture for microprocessor voltage regulation. Stacked
SC cells breakdown the high input voltage and create many intermediate voltage
rails loaded with switched inductor cells to perform voltage regulation. Multiple
capacitors of the SC stage are soft charged by one single parallel coupled magnetic
component.

charging and voltage regulation. Different from the two-stage PoL architectures, the

intermediate voltage rail herein is not necessarily a fixed dc bus but may shift be-

tween several dc levels at different switching states [99–101]. The dc rail voltage is

provided by the capacitor network of the SC stage, and thus large intermediate bus

capacitors can be eliminated. The switched-inductor cell is switched in at the right

time to get the desired voltage level. Many inductors of the switched-inductor cells

are merged into one and operated in an interleaved fashion. Through soft charging

multiple switched capacitors with one single coupled magnetic component, the MSC-

PoL architecture can minimize both capacitor and magnetic size, achieving extremely

low z-height as well as high efficiency and high transient speed.

As a hybrid switched-capacitor/magnetics system, the MSC-PoL architecture has

intrinsic L-C resonant dynamics that might influence its control stability and tran-

sient response. This chapter presents a systematic approach to analyzing this intrinsic

resonant behavior based on a series-capacitor buck (SCB) converter that has a simi-

lar small signal model [102]. Two types of resonance, the output L-Co resonance and

the interphase L-CB resonance are identified through common-mode and differential-

mode decomposition. The impacts of coupled inductors on the resonant amplitude,
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frequency, and settling time during a step line transient are analyzed, and the influ-

ence of intrinsic resonance on control stability is clarified, providing comprehensive

guidance for controller design.

To validate the granular MSC-PoL architecture, a 48-to-1-V, 6-mm-thick MSC-

PoL VRM with 3D-stacked ladder-core coupled inductors is built and tested. A 0.8-

mm-thick leakage magnetic plate is designed to adjust the leakage inductance for lower

current ripple. The MSC-PoL VRM encloses all components of power stage, boot-

strap, and gate driver circuits into a 1
16
-brick module with 0.31 in3 ultra-compact size.

Two MSC-PoL modules can support up to 450 A load current with over 724 W/in3

power density. The peak efficiency (including gate loss) of the MSC-PoL prototype

with and without using the leakage plate is 91.7% and 89.5%, respectively. This con-

verter is one of the smallest 48-to-1-V PoL converters in the 400 A range with among

the highest power density, efficiency, and the lowest thickness reported in literature.

The remainder of this chapter is structured as follows. Section 3.2 introduces the

multistack switched-capacitor architecture together with several example topology

implementations. Section 3.3 presents a specific 48-to-1-V MSC-PoL topology, clar-

ifies its working principles, and analyzes its dynamic performance with small-signal

modeling. Section 3.4 performs a systematic analysis of the intrinsic resonance issue

on hybrid SC systems. Section 3.5 elaborates the design of the MSC-PoL converter,

including the ladder-structured coupled inductor, gate driver circuits and 3D stacked

packaging. Hardware prototype and detailed experimental results are summarized in

Section 3.6. Finally, Section 3.7 concludes this chapter.

3.2 Multistack Switched-Capacitor (MSC) Architecture

There are many different ways of implementing the granular SC cells and switched-

inductor current sources of the multistack switched-capacitor architecture. The SC

cells can be implemented as any SC structure that can leverage soft charging, such
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Figure 3.5: MSC-PoL architecture based on modular H-bridge structures. Voltage
conversion ratio can be extended by stacking more H-bridges. The switched-inductor
current sources can be interleaved to reduce the output current ripple.

as Dickson derived topologies or flying capacitor derived topologies; the switched-

inductor cells functioning as voltage regulators can be implemented as PWM or res-

onant converters, such as buck, series-capacitor buck (SCB), and SEPIC converters.

One can combine different switched-capacitor and switched-inductor cells to meet

specific design requirements of diverse applications.

Figure 3.5 shows an MSC-PoL architecture based on modular “H-bridge” struc-

tures. The SC cell is configured as a 2:1 H-bridge circuit with one terminal connected

to the input side, one terminal connected to ground, and two intermediate voltage

rails each providing a half of the input voltage. Two voltage rails are loaded with

switched-inductor circuits that function as voltage regulators and can soft charge and

discharge the flying capacitor of the H-bridge SC cell. The MSC-PoL architecture is

granular and extendable. One can stack many H-bridge structures to interface with

higher voltages (e.g., 96 V, 192 V), or parallel multiple voltage regulator structures to

support higher output currents. Redundant switches within the stacked H-bridges or

between the SC stage and the switched-inductor stage are merged to reduce compo-

nent count and power loss [86]. The switched-inductor current sources are operated

in an interleaved fashion to decrease the output current ripple.
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Figure 3.6: Example implementations of the MSC-PoL architecture: (a) current
sources are implemented as parallel multiphase buck converters; (b) current sources
are separately regulated to supply different output voltage levels; (c) current sources
are tapped into different locations of the stacked SC circuits and can be implemented
as different converters, such as multiphase buck and multiphase SCB.

Figure 3.6 shows several example MSC-PoL topologies with sixteen output phases.

The 16-phase inductors can be implemented as eight 2-phase coupled inductors, four

4-phase coupled inductors, or one 16-phase coupled inductor. The 16-phase switched

inductor cells can be implemented as multiphase buck (Figs. 3.6a and 3.6b), multi-

phase SCB, or a hybrid (Fig. 3.6c). Figure 3.6b shows an alternative implementation

of the MSC-PoL architecture that has the ability to generate multiple output voltages,

which could be used for chiplet systems [103]. The current sources are connected in

parallel but are separately regulated to supply different output voltage levels. Fig-
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ure. 3.6c shows another example multi-output topology with current sources tapped

into different locations of the stacked SC circuits. The switched-inductor current

sources connected to higher levels of the SC circuits can provide higher output volt-

ages. Benefiting from the stacked switched-capacitor/inductor structure, capacitor

soft charging, parallel coupled magnetics, and interleaving operation, the MSC-PoL

architecture has following advantages:

� Reduced Passive Component Size: The MSC-PoL architecture enables trans-

formerless voltage conversion with extremely higher power density because of:

1) reduced capacitor size owing to superior capacitor energy storage density and

soft charging; 2) miniaturized magnetic component size by magnetics coupling;

and 3) reduced filter size due to decreased output current ripple caused by the

interleaving operation. The greatly reduced passive component size makes the

MSC-PoL architecture a very attractive solution to CPU PwrSiP VRM.

� Improved Efficiency and Transient Speed: Soft charging the flying capacitors

reduces the capacitor charge sharing loss; parallel coupled magnetics with in-

terleaving operation decrease inductor current ripple, reducing both switching

loss and conduction loss; the ultra-compact converter size enables PwrSiP volt-

age regulation with shortened interconnections, reducing the PDN conduction

loss. Besides, the reduced coupled inductor current ripple allows the use of

smaller leakage inductance with smaller inductive dc energy storage and faster

transient speed.

� Automatic Current Sharing and Voltage Balancing: Mutual balancing between

capacitor voltages and inductor currents can be achieved during the capaci-

tor charging and discharging processes: 1) the flying capacitor voltage of the

H-bridge SC cell and the two following switching cell currents are automati-

cally balanced; 2) the blocking capacitor voltage of the switched-inductor cell
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Figure 3.7: (a) Circuit topology and (b) key operation waveforms of the 48-to-1-V
MSC-PoL converter. In subfigure (a), one 2:1 H-bridge SC cell is stacked in front and
drives two 4-phase SCB cells. GaN FETs are plotted in blue and Silicon MOSFETs
are plotted in red. Maximum voltage stress of each switch is labeled aside. In sub-
figure (b), inductor currents and blocking capacitor voltages of the SCB cell A are
plotted. Two SCB cells are interleaved by 180° phase shift as an example.

(e.g., SCB and SEPIC) and parallel phase inductor currents are automati-

cally balanced. Coupled magnetics can also suppress the unbalanced voltages

and currents caused by nonideal factors including resistance variation between

phases [104], phase shift error [105], and source impedance [106].

3.3 A 48-to-1-V MSC-PoL CPU Voltage Regulator

This section presents the operation principles and small-signal models of a 48-V-to-

1-V 450-A MSC-PoL converter.

3.3.1 Topology and Operation Principle

Figure 3.7a shows the 48-to-1-V MSC-PoL topology. It consists of one H-bridge SC

cell stacking on top of two 4-phase SCB cells. The H-bridge SC cell steps down the Vin

by half and distributes 24 V to each SCB cell. Two switches at the output terminals
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of the H-bridge are merged with the input switches of the SCB circuits. Voltage

conversion ratios or power ratings can be extended by stacking more H bridges or

paralleling more series-capacitor buck phases [99]. In Fig. 3.7a, the maximum drain-

source voltage stress is labeled aside each switch. Switches in the H-bridge SC cell

can use high voltage GaN FETs to undertake high voltage stress, while switches in

the SCB cells can utilize low voltage, low resistance Silicon MOSFETs to support

large current output.

Figure 3.7b plots key steady-state waveforms of the 48-to-1-V MSC-PoL converter.

Switches S0A & S0B are synchronized with S1A & S1B, respectively. High-side and

low-side switches of each SCB phase are driven by complementary gate signals and

four phases of each SCB cell are interleaved by 90° phase shifts. The four interleaving-

operated inductors are coupled in parallel, leading to reduced inductor current ripples

of 4x switching frequency. In Fig. 3.7b, two SCB cells are operated with a 180° phase

shift as an example. Other phase shifts between SCB cells (e.g., 145° or 225°) and

alternative coupled inductor solutions (e.g., coupling all eight inductors in parallel)

can also be applied to realize eight-phase interleaving with further reduced ripple

amplitudes and increased ripple frequency for inductor and output currents. The

flying capacitor Cfly in the H-bridge SC cell is soft charged and discharged in turns

by the first two SCB phases (i.e., phases 1A and 1B), while the blocking capacitors

C1X∼3X in each SCB cell are soft charged and discharged by neighboring inductor

currents. As a result, the 48-to-1-V MSC-PoL topology is capable of automatic

voltage balancing for all the capacitors and automatic current sharing for all the

parallel output branches. Based on inductor volt-second balance, the steady-state

output voltage can be expressed as:

Vo =
D

8
Vin. (3.1)
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Figure 3.8: Small-signal circuit model of the 48-to-1-V MSC-PoL converter.

D = 1
6
for the 48:1 voltage conversion ratio. As indicated by Eq. (3.1), the steady-state

operation of the MSC-PoL converter resembles that of a multiphase buck converter,

but with a reduced input voltage of one eighth the original value.

3.3.2 Dynamic Modeling and Analysis

This subsection analyzes the converter dynamics based on the small-signal model

in Fig. 3.8. For the 4-phase coupled inductor, winding voltages and currents are

associated by an inductance matrix:




vL1

vL2

vL3

vL4



=




L11 L12 L13 L14

L21 L22 L23 L24

L31 L32 L33 L34

L41 L42 L43 L44







diL1

dt

diL2

dt

diL3

dt

diL4

dt




. (3.2)
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Two effective discrete inductances, the transient inductance (Ltr) and the steady-

state inductance (Lss), can be defined, which have the same transient speed and the

same current ripple as the coupled inductor, respectively [41]. If the 4-phase coupled

inductor is symmetrically coupled, the summation of each column in the inductance

matrix is the transient inductance for each phase: Ltr =
∑4

j=1 Ljk (k = 1 ∼ 4).

Applying switching-cycle averaging and small-signal approximation to the MSC-

PoL converter leads to the small-signal circuit model as demonstrated in Fig. 3.8. It

can be treated as the combination of two SCB small-signal circuits linked by the flying

capacitor Cfly. According to Fig. 3.8, following modeling equations can be obtained:





D (v̂Cfly − v̂C1A) + (VCfly − VC1A) d̂− s
4∑

k=1

L1k îLkA = v̂o,

D (v̂C1A − v̂C2A) + (VC1A − VC2A) d̂− s
4∑

k=1

L2k îLkA = v̂o,

D (v̂C2A − v̂C3A) + (VC2A − VC3A) d̂− s
4∑

k=1

L3k îLkA = v̂o,

D · v̂C3A + VC3A · d̂− s
4∑

k=1

L4k îLkA = v̂o,

(3.3)





D (v̂in − v̂Cfly − v̂C1B) + (Vin − VCfly − VC1B)d̂− s
4∑

k=1

L1k îLkB = v̂o,

D (v̂C1B − v̂C2B) + (VC1B − VC2B) d̂− s

4∑

k=1

L2k îLkB = v̂o,

D (v̂C2B − v̂C3B) + (VC2B − VC3B) d̂− s

4∑

k=1

L3k îLkB = v̂o,

D · v̂C3B + VC3B · d̂− s
4∑

k=1

L4k îLkB = v̂o.

(3.4)
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By summing up the equations in (3.3) - (3.4), impacts of the flying capacitor and

blocking capacitors are eliminated. The overall converter dynamics are modeled as:

D · v̂in + Vin · d̂− (Req + sLtr)
4∑

k=1

(
îLkA + îLkB

)

︸ ︷︷ ︸
îo

= 8v̂o. (3.5)

Req is the equivalent series resistance at each phase that captures the power losses.

Based on (3.5), the input-to-output and control-to-output transfer functions are:

Gvinvo =
v̂o

v̂in

=
DRo

LtrRoCo

· 1

s2 + 2ξωns+ ω2
n

,

Gdvo =
v̂o

d̂
=

VinRo

LtrRoCo

· 1

s2 + 2ξωns+ ω2
n

,

ωn =

√
Req + 8Ro

LtrRoCo

, ξ =
Ltr +ReqRoCo

2
√
LtrRoCo(Req + 8Ro)

.

(3.6)

Eqs. (3.5) - (3.6) indicates that the overall system dynamics and transfer functions of

the MSC-PoL converter are the same as a multiphase buck with vin
8

input voltage and

Ltr

8
output inductance. Therefore, it can be controlled by typical control methods for

a multiphase buck (e.g., voltage mode control), except that the duty ratio is limited

within 25% which might restrain its maximum transient speed.

3.4 Interphase L-C Resonance and Stability Analysis

As shown in Fig. 3.8, the MSC-PoL converter containing multiple inductors and ca-

pacitors is a higher-order PWM converter. The resulting L-C resonant poles might

influence its control stability and transient performance. Since the MSC-PoL con-

verter has a similar small signal mode as a multiphase SCB converter (Fig. 3.9), the

intrinsic L-C resonant behavior can be studied in the same way as the SCB converter.

However, previous large-/small-signal models of the SCB converter [107,108] only ex-

plain the overall converter dynamics, and interphase dynamics were not investigated.
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Figure 3.9: Circuit topology and operation waveforms of an example two-phase series-
capacitor buck converter with discrete inductors. The maximum switch voltage stress
is labeled in red. Coupled inductors can be utilized to replace the discrete ones, and
phase number can be extended by stacking more series-capacitor buck cells [54,108],
as indicated by the grey lines and grey dots.

Ref. [104] unveiled the interphase L-C resonance whose damping ratio is proportional

to the conduction-path resistance. Therefore, a well-designed high efficiency converter

with low conduction loss might result in an underdamped system with long settling

time and large resonant amplitude. Models and design methods for describing and

mitigating the interphase L-C resonance are still needed.

This section presents a systematic analysis of the intrinsic L-C resonance by de-

composing disturbance and its response into common-mode and differential-mode

dynamics, streamlining the underlying mechanisms of the L-C resonant behaviors.

The analysis below starts with using discrete inductors, and the impacts of coupled

inductors are discussed in Section 3.4.1. In a two-phase SCB topology (Fig. 3.9),

the blocking capacitor (CB) functions as a dc voltage source with vin/2 across it.

Switch node voltages step between 0 and vin/2, doubling the duty ratio compared

to a regular buck. Two phases are typically interleaved, and CB is charged and dis-

charged by the inductor currents of the two phases alternatively as their high-side

switches turn on. The large-signal average model of the two-phase SCB converter

is described in Fig. 3.10 together with the modeling equations and their equivalent
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Figure 3.10: Large-signal average model and its equivalent circuit model.
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Figure 3.11: Input voltage disturbance and its response decomposed into: (a)
common-mode dynamics; (b) differential-mode dynamics.

circuits. Conduction-path resistances (including switch Rds, capacitor ESR, inductor

winding resistance, etc.) are lumped into an effective resistance RC in series with CB.

The load transient dynamics of an SCB converter is similar to a multiphase buck

converter and has been discussed in [54]. However, the line transient dynamics and

their impacts on flying capacitor voltage and current sharing have not been system-

atically explored. The input voltage step change of a line transient results in blocking

capacitor voltage variation and causes ringing and long settling time, which are the

main focuses of this section. Similar analysis methods can be applied to describe

the responses to other perturbations, such as duty ratio change, unbalanced initial

conditions, load transients, etc.

Assume d1 = d2 = D, L1 = L2 = L. The input voltage perturbation ṽin can be

decomposed into common mode {+ ˜vin
2
,+ ˜vin

2
} and differential mode {+ ˜vin

2
,− ˜vin

2
} for

the two phases, as illustrated in Fig. 3.11. The common-mode perturbations drive the
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two phases to change in the same way, while the differential-mode perturbations cause

opposite variations on the two phases. The resulting differential inductor currents

±∆ĩL
2

are cancelled at the output, so the common-mode current response is + ĩo
2
for

each inductor. The overall current response of each inductor is:

˜iL1 =
1

2
ĩo +

1

2
∆ĩL, ˜iL2 =

1

2
ĩo −

1

2
∆ĩL. (3.7)

Apply state-space-averaging, the ṽin-to-ĩo transfer function is:

Gvinio =
ĩo
ṽin

=
D

2Ro +DRC

·
s
ωz

+ 1
s2

ω2
nop

+ s
Qopωnop

+ 1
, (3.8)

ωnop =

√
2Ro +DRC

RoCoL
,Qop =

√
RoCoL

2Ro+DRC

L+RCRoCoD
,ωz =

1

RoCo

. (3.9)

Accordingly, the line transient ṽin-to-ṽo transfer function is:

Gvinvo =
ṽo
ṽin

= Gvinio · Zo, Zo =
Ro

RoCos+ 1
. (3.10)

Similarly, the ṽin-to-∆ĩL transfer function is:

Gvin∆iL =
∆ĩL
ṽin

=
CB

2D
· s

s2

ω2
nip

+ s
Qipωnip

+ 1
, (3.11)

ωnip = D

√
2

LCB

, Qip =
1

RC

√
2L

CB

. (3.12)

It can be seen from (3.8) and (3.11) that there exist two types of intrinsic L-C reso-

nances in SCB converter dynamic responses:

1. Output L-Co resonance with ωnop & Qop: higher Ro leads to a higher Qop and

lower damping ratio.
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2. Interphase L-CB resonance with ωnip & Qip: higher RC results in a lower Qip

and higher damping ratio.

Dynamic responses of common-mode variables (e.g., ĩo and ṽo) will only see the output

L-Co resonant pole and their associated transfer functions (e.g., Gvinio , Gvinvo , and

Gdvo) are the same as of a regular two-phase buck. Contrarily, responses of differential-

mode variables (e.g., ∆ĩL and ṽC) will only see the interphase L-CB resonant pole,

whose transfer functions (e.g., Gvinvc , Gvin∆iL , and G∆d∆iL) are different from the buck

converter. According to (3.7), responses of ˜iL1/ ˜iL2 contain both common-mode and

differential-mode dynamics and will see both output L-Co and interphase L-CB reso-

nant poles. The ṽin-to- ˜iL1/ ˜iL2 transfer functions can be obtained by combining Gvinio

and Gvin∆iL . Same analysis approach and conclusions also apply to SCB converters

with a higher number of phases.

For a general M -phase SCB converter, transfer functions can be derived through

state-space modeling. An M -phase SCB converter contains M inductors, M − 1

blocking capacitors, and one output capacitor, so there are 2M state variables. Select

the state vector as x = [iL1 , iL2 , . . . , iLM
, vC1 , vC2 , . . . , vCM−1, vo]

T , the input vector

as u = [vin], and the output vector as y = [iL1 , iL2 , . . . , iLM
, io, vo]

T . Applying

switching-cycle averaging, the state-space model can be obtained as:

ẋ = Ax+Bu, (3.13)

y = Ex, (3.14)

where the coefficient matrix A is:

A =




0M×M A12

A21 A22


 , (3.15)
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and the block matrices A12, A21, and A22 are:

A12 =




−D
L1

0 · · · 0 −1
L1

D
L2

−D
L2

... −1
L2

0
. . . . . . 0

...
... D

LM−1

−D
LM−1

−1
LM−1

0 · · · 0 D
LM

−1
LM




,A21 =




D
CB1

−D
CB1

0 · · · 0

0 D
CB2

−D
CB2

...

...
. . . . . . 0

0 · · · 0 D
CBM−1

−D
CBM−1

1
Co

1
Co

· · · 1
Co

1
Co




,

A22 =



0M−1×M−1 0M−1×1

01×M−1 − 1
CoRo


 .

(3.16)

The coefficient matrices B and E are:

B =

[
D
L1

01×2M−1

]T
, E =




IM×M 0M×M

1, 1, . . . , 1 0, 0, . . . , 0

0, 0, . . . , 0 0, . . . , 0, 1



. (3.17)

Accordingly, the transfer functions can be derived as:





GviniLk
=

˜iLk

ṽin
= (E) row k · (sI−A)−1B,

Gvinio =
ĩo
ṽin

= (E) row M+1 · (sI−A)−1B,

Gvinvo =
ṽo
ṽin

= (E) row M+2 · (sI−A)−1B.

(3.18)

An intuitive way of deriving the response to a perturbation is by superposing the

responses to its common-mode and differential-mode components. Fig. 3.12a plots the

small-signal average model of an M -phase SCB converter and its equivalent circuits

seen by common-mode and differential-mode perturbations individually. Denote the

effective perturbations applied to each phase as ṽ1 ∼ ṽM , which can represent input

voltage or converted duty ratio perturbations (e.g., ṽ1 = ṽin, ṽ2∼M = 0 representing
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Figure 3.12: (a) Response decomposition of common-mode and differential-mode dy-
namics for a general M -phase SCB converter (RC is ignored here). (b) The ṽin-
to-ĩL transfer functions of an example 3-phase SCB converter, where L = 50 nH,
CB1,2 = 30 µF, Co = 100 µF, Ro = 1 Ω, D = 1

6
.

the input voltage perturbation). As shown in Fig. 3.12a, the common-mode pertur-

bation component ˜vcm ( ˜vcm =
ΣM

k=1ṽk
M

) is effectively applied to an output L-Co-Ro

network with the resonant frequency of ωnop =
√

M
LCo

. Same for the output load

transient that contains only common-mode perturbation component.

As for differential-mode perturbations, the incurred variations are canceled at the

output, so the output terminals are effectively shorted in the small-signal average
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Figure 3.13: (a) Large-signal average model of using coupled inductors. (b) Equivalent
circuit and parameter conversion for a two-phase coupled inductor.

model, resulting in an equivalent M -level L-CB ladder network. Transfer function

for this L-C ladder circuit can be determined by using DFFz triangles [109], which

contains up to M − 1 resonant poles (assuming CB.k are identical):

ωnip.k =
2D√
LCB

sin

(
kπ

2M

)
, k = 1 ∼ M − 1. (3.19)

Lumping the common-mode and the differential-mode dynamic responses yields

the overall response. Fig. 3.12b shows the ṽin-to-ĩL transfer functions of an example

3-phase SCB converter, which has two interphase L-CB resonant poles and one output

L-Co resonant pole, as expected.

3.4.1 Impacts of Coupled Inductors

Coupled inductors that exhibit different inductances to common-mode and

differential-mode excitations can improve inductor current sharing and capaci-

tor voltage balancing for multiphase hybrid switched-capacitor-magnetic topologies.

This subsection discusses the impacts of coupled inductors on intrinsic resonance

of the SCB converter. Fig. 3.13 shows the large-signal average model with coupled

inductors. LS and LM are self and mutual inductances in the inductance matrix, and

Lk and β are effective leakage inductance and coupling coefficient as defined in [96].

Table 3.1 lists the parameters of an example two-phase SCB for all calculations
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Table 3.1: Parameters of a Two-Phase SCB Converter

Vin Vout fsw CB RC Lk Co Ro

12V 1V 1MHz 30µF 3mΩ 50nH 100µF 20mΩ

𝟏

𝑹𝑪

Figure 3.14: Bode plots of Gvin∆iL with different coupling coefficients.

and simulations in Sections 3.4.1 and 3.4.2, unless otherwise specified. A higher β

indicates higher coupling coefficient for the coupled inductor. When using coupled

inductors, transfer functions Gvinio , Gvinvo , and Gvin∆iL have the same expressions as

in Eqs. (3.8) - (3.12) except that the ωn and Q are changed to:

ωnop =

√
2Ro +DRC

RoCoLk

, Qop =

√
RoCoLk

2Ro+DRC

Lk +RCRoCoD
, (3.20)

ωnip = D

√
2

(1 + β)LkCB

, Qip =
1

RC

√
2(1 + β)Lk

CB

. (3.21)

Accordingly, common-mode or output dynamics will see a small inductance Lk, while

the differential-mode or interphase dynamics will see a large inductance (1 + β)Lk.

If Lk is fixed (i.e., under the same transient speed), β will only influence differential-

mode dynamics. As shown in Fig. 3.14, a larger coefficient β results in a lower

interphase resonant frequency ωnip and a higher quality factor Qip, but the gain at
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Time [ms]

Time [ms]

(a) Discrete, β = 0

(b) Coupled, β = 5

τ = 0.2 ms

τ = 1.2 ms

Figure 3.15: Simulated and calculated ∆iL during a line transient (vin steps from
12 V to 14 V) when using (a) discrete inductors (β = 0) and (b) a coupled inductor
(β = 5).

resonance remains unchanged as 1
RC

. When β increases, higher Q with narrower

high-gain bandwidth may benefit the line transient response, since a vin step change

contains multiple frequency components. In frequency domain, a vin step change

is ṽin = U
s
(U is the step amplitude), and the ∆iL response is ∆ĩL = Gvin∆iL · U

s
.

Accordingly, its time domain response is:

∆iL(t) = L−1
{
Gvin∆iL · U

s

}
= A · e−σt sin(ωdt), (3.22)

A = 2U

√
CB

8(1 + β)Lk −R2
CCB

, σ =
DRC

2(1 + β)Lk

,

ωd =
D

2(1 + β)Lk

√
8(1 + β)Lk −R2

CCB

CB

.

(3.23)

Fig. 3.15 shows the simulated and calculated responses of ∆iL to an input voltage

step change, in which the calculated results match well with the simulated ones,
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++

++
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𝐺𝑣𝑖𝑛Δ𝑖𝐿
Common-Mode

Dynamics

Differential-

Mode

Dynamics

Figure 3.16: Block diagram of an SCB converter with typical voltage-mode control.

validating the analysis. The 2% settling time of ∆iL envelop is ts = 4
σ
. Fig. 3.15

also indicates that using coupled inductors can effectively suppress the amplitude

of interphase resonance for SCB converters with the tradeoff of increased settling

time. This feature fundamentally comes from larger effective inductance (1 + β)Lk

for differential-mode (i.e., interphase) dynamics.

3.4.2 Influence on Control Stability

This subsection explains the impacts of intrinsic resonance on control stability when

the SCB converter is controlled in voltage mode. A typical multiphase PWM voltage-

mode controller generates identical duty ratio command for each phase by sensing ṽo.

Fig. 3.16 plots its block diagram. Hs and Ac are transfer functions for sampling

and compensation networks, respectively. As implied by the equivalent circuit model

in Fig. 3.10, the identical duty commands will cause common-mode variations (e.g.,

ĩo), but will not incur differential-mode variations (e.g., ∆ĩL and ṽc). Substituting

d1 = d2 = D + d̃ into the average model, the d̃-to-ĩo transfer function is:

Gdio =
ĩo

d̃
=

Vin − IoRC

2Ro +DRC

·
s
ωz

+ 1
s2

ω2
nop

+ s
Qopωnop

+ 1
, (3.24)

where ωz, ωnop, and Qop are for output L-Co-Ro network and are the same as in (3.9)

or (3.20). Gdvo = Gdio · Zo. Since the sensed ṽo is also a common-mode variable,

the overall feedback loop only senses and affects common-mode dynamics; it will
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Open Loop 𝐺𝑑𝑣𝑜
Loop Gain 𝑇

ሚ𝑑-to- ෤𝑣o & Loop Gain

(a)

(c)

෤𝑣in-to- ෤𝑣o

Open Loop

Closed Loop

𝐺𝑣in𝑣o
CL

=
𝐺𝑣in𝑣o
1 + 𝑇

(b)

෤𝑣in-to-෩𝑖o

Open Loop

Closed Loop

𝐺𝑣in𝑖o
CL

=
𝐺𝑣in𝑖o
1 + 𝑇

෤𝑣in-to-𝛥෩𝑖L

(d)

Open Loop

Closed Loop

𝐺𝑣𝑖𝑛Δ𝑖L
CL

= 𝐺𝑣𝑖𝑛Δ𝑖L

Figure 3.17: Measured open and closed loop transfer functions in SPICE simulations:
(a) open loop Gdvo & loop gain, (b) Gvinio , (c) Gvinvo , and (d) Gvin∆iL . (β = 0)

not be influenced by or have impacts on differential-mode dynamics. Consequently,

interphase L-CB resonance doesn’t affect control stability; stable loop design only

needs to consider the output L-Co resonance, which is the same as a multiphase

buck. Similar conclusions can be drawn for other control methods that sense the

common-mode dynamics and generate identical commands for all the phases.

Fig. 3.17 shows the simulated open loop and closed loop transfer functions for an

example SCB converter with a typical voltage-mode controller. Denote the loop gain
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as T = Zo · Hs · Ac · Gdio . Smaller Lk will result in larger ωnop in the Gdio , allowing

to design higher loop-gain bandwidth to achieve faster transient speed. Responses of

ĩo and ṽo are involved in the loop, so the closed loop gains of Gvinio and Gvinvo are

greatly suppressed; responses of ∆ĩL are not affected by the loop, so the closed loop

gain of Gvin∆iL is unchanged:

(Gvinio)
CL =

Gvinio

1 + T
, (Gvinvo)

CL =
Gvinvo

1 + T
,

(Gvin∆iL)
CL = Gvin∆iL .

(3.25)

Equation (3.25) indicates that the voltage-mode control loop can restrain the output

variation, but it cannot suppress the interphase resonance. Therefore, as shown in

Fig. 3.18, while the output voltage and current are effectively controlled to remain

stable against a line transient, the resonance of vc and ∆iL are still left underdamped

with high resonance amplitude and long settling time.

Actively controlling ∆iL resonance with unequal duty ratios will face more com-

plicated ∆d̃-to-∆ĩL dynamics than that of the multiphase buck. Substituting d1 =

D+ 1
2
∆d̃ and d2 = D− 1

2
∆d̃ into the average model, the ∆d̃-to-∆ĩL transfer function

can be obtained as:

G∆d∆iL =
∆ĩL

∆d̃
= − Io

2D
·

1− s
ωzrhp

s2

ω2
nip

+ s
Qipωnip

+ 1
, (3.26)

where ωnip and Qip are the same as in (3.12) or (3.21), and the right-half-plane zero

is ωzrhp = 2IoD
(Vin−IoRC)CB

. Fig. 3.19a shows the Bode plots of G∆d∆iL under different

load conditions. The right-half-plane zero together with the interphase resonant poles

results in a 270° phase reduction. As Io decreases, both ωzrhp and the dc gain will

reduce towards zero. The dc gain might even flip the sign due to nonlinear factors at

very light load. All these issues could bring challenges to the active control of ∆iL

and need to be properly handled.
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(a) (b)

(a) (b)

Figure 3.18: Simulated voltage and current responses to a line transient (Vin = 12
V→14 V→12 V) in the case of (a) open loop and (b) closed loop. (β = 0)

An alternative way of actively suppressing interphase resonance is to control vc

resonance. Similar to (3.26), the ∆d̃-to-vc transfer function can be derived as:

G∆dvc =
ṽc

∆d̃
=

Vin

4D
·

1 + s
ωzc

s2

ω2
nip

+ s
Qipωnip

+ 1
, (3.27)

where ωnip and Qip are the same as in (3.12) or (3.21), and ωzc =
DVin

Io(1+β)Lk
. Fig. 3.19b

shows the Bode plots of G∆dvc , in which there is no right-half-plane zero and the
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𝜔𝑛𝑖𝑝

𝜔𝑍𝑟ℎ𝑝

270°

(a)

𝜔𝑛𝑖𝑝

𝜔𝑍𝐶

180°

(b)

Figure 3.19: Bode plots of (a) G∆d∆iL and (b) G∆dvc under different load conditions.

maximum phase reduction is 180° under all load conditions, making it attractive to

design a CB voltage control loop for suppressing the interphase L-CB resonance.

3.5 MSC-PoL Converter Design with 3D Stacked Packaging

To validate the MSC-PoL architecture, a 48-to-1-V, 450-A, 6-mm-thick MSC-PoL

VRM with 3D-stacked ladder-core coupled inductors is designed and built [110]. This
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section elaborates the design of the ultra-thin MSC-PoL VRM, including coupled

inductors, gate driver circuits, and 3D stacked packaging.

3.5.1 Ladder-Structured Coupled Inductor

In the 48-to-1-V MSC-PoL converter, each SCB cell requires a four-phase coupled

inductor. Figure 3.20 shows two ladder-structured coupled inductor designs based

on: (1) a ladder core only; and (2) a ladder core plus a leakage plate. The ladder

magnetic core, made of DMR51W (µr = 900), couples four horizontally arranged

windings in parallel. Stacking the leakage plate on top creates a low-reluctance path

for the leakage magnetic flux, and the resulting larger leakage inductance can re-

duce the inductor current ripple, achieving higher efficiency. In a fully symmetric

coupled inductor structure, the frequency of the leakage magnetic flux is four times

the switching frequency. As a result, the leakage plate adopts a higher frequency

magnetic material DMR53 (µr = 900) for lower core loss.

Figure 3.21 annotates the design dimensions for the ladder core. The overall core

and winding shapes are determined by three free dimension variables: XLeg, HLeg,

and Htot. In this section, geometries of the ladder core are optimized for the minimum

sum of conduction loss and core loss. Since the ac root-mean-squared (RMS) current

Leakage Plate

(a) (b)

Ladder Core

Copper Winding

Figure 3.20: Two four-phase coupled inductor designs based on (a) a ladder core
and (b) a ladder core plus a leakage plate. The ladder core is made of DMR51W
(µr = 900), while the leakage plate is made of DMR53 (µr = 900), a higher frequency
magnetic material to enhance the leakage flux path.
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L

W

XLeg HLeg

Htot

XHead

XWin

BL1 BL2 BL3 BL4

BH1 BH2 BH3

Figure 3.21: Annotated design dimensions for the ladder core. To fit the PCB layout,
the entire inductor shape can be determined by three dimension variables: XLeg,
HLeg, and Htot. Predicted core loss for geometry optimization is based on the flux
density in each core segment (labeled in blue) using iGSE.

is negligible at heavy load, the winding conduction loss is calculated only based on

the dc resistance (DCR). The core loss is predicted using the improved Generalized

Steinmetz Equations (iGSE) [111], where the power loss density of each core segment

can be expressed as:

Pv =
1

T

∫ T

0

ki

∣∣∣∣
dB

dt

∣∣∣∣
α

(∆B)β−αdt, (3.28)

ki =
k

(2π)α−1
∫ 2π

0
|cos θ|α 2β−αdθ

. (3.29)

k, α, and β are the material Steinmetz coefficients provided by the manufacturer. It

is noticeable that the predicted core loss from iGSE does not capture the impacts of

temperature and dc flux density, and the calculated winding conduction loss does not

include the loss from winding soldering and winding returning path on the PCB board.

However, the resistance of soldering and PCB returning path is less dependent on

inductor geometry and is relatively constant. Therefore, the calculated inductor loss

herein can still provide good guidance for optimizing the dimensions of the coupled

inductor. Advanced core loss modeling tools, such as neural network models, can be

used to estimate the core loss under particular operating conditions (e.g., waveform,

temperature, dc-bias) [112].
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Figure 3.22: Equivalent magnetic models for a ladder-structured coupled inductor:
(a) magnetic circuit model; (b) inductance dual model. The magnetic flux in each
core segment can be calculated through probing the current in the inductance dual
model and dividing it by the corresponding reluctance. For the designed coupled
inductors, the turns ratio n = 1.

In Eq. (3.28), the flux density of each core segment can be calculated based on

the equivalent magnetic models shown in Fig. 3.22. Figure 3.22a plots the magnetic

circuit model. Each core leg is modeled as a leg reluctance RL in series with an

MMF source. The top and bottom core segments between two legs are lumped as a

header reluctance RH . The leakage flux path of each phase is modeled as a parallel

leakage reluctance RK . Generally, for a ladder-structured coupled inductor, RK is not

identical for all the phases. The RK discrepancy tends to increase as phase number

increases, but for the designed four-phase coupled inductor, the difference is small

enough and RK can be analyzed using average values in most of the cases. Adding

the leakage plate will reduce RK , but it is still much larger than the core reluctance RL

and RH . Applying circuit duality to the magnetic circuit model yields the inductance
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dual model (Fig. 3.22b). Denote the winding voltages as vL1 ∼ vL4, which can be

expressed as:

vLk =





(
1− 1

D

)
vo

(k − 1)T

4
≤ t < (D +

k − 1

4
)T

vo Otherwise

. (3.30)

Magnetic flux in each core segment can be calculated through probing the current

in the inductance dual model and dividing it by corresponding reluctance. As shown

in Fig. 3.22b, the ac current of the inductor 1/RL is directly determined by its parallel

voltage source: diRLk
/dt = vLk · RL. Accordingly, the ac flux density in the kth core

leg can be derived as:

BLk =
1

SLeg

· iRLk

RL

=
1

SLeg

∫
vLkdt. (3.31)

SLeg is the cross-sectional area of each core leg. Equation (3.31) can also be developed

from Faraday’s law. It implies the ac flux density in one core leg is only related to

its own winding voltage, irrelevant to other phases.

In Fig. 3.22b, 1/RH >> 1/RK even with the leakage plate. Therefore, the voltage

across the inductor 1/RH is primarily determined by the voltage division along the

series-connected 1/RK1 ∼ 1/RK4. Similar to Eq. (3.31), the ac flux density in core

headers (i.e., segments between core legs) can be derived as:





BH1 =
1

SHead

∫ (
vL1 −

4∑

j=1

vLj ·
1

RK1∑4
j=1

1
RKj

)
dt,

BH2 =
1

SHead

∫ (
vL1 + vL2 −

4∑

j=1

vLj ·
1

RK1
+ 1

RK2∑4
j=1

1
RKj

)
dt,

BH3 =
1

SHead

∫ (
−vL4 +

4∑

j=1

vLj ·
1

RK4∑4
j=1

1
RKj

)
dt.

(3.32)
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Figure 3.23: Calculated and ANSYS-simulated magnetic flux density in: (a) each
core header (BH1 ∼ BH3) and (b) each core leg (BL1 ∼ BL4). Vo = 1 V; D = 1

6
;

fsw = 500 kHz.

SHead is the cross-sectional area of each core header; RK1 ∼ RK4 can be obtained

from the extracted inductance matrix in ANSYS simulation.

Figure 3.23 compares the calculated and simulated ac flux density for the two

coupled inductor designs. As indicated in the figure, the ac flux density is almost the

same with or without using the leakage plate. The calculated and simulated results

match well, validating the theoretical analysis.

To simplify the optimization calculation, RK1 ∼ RK4 are treated as identical,

since their differences are small. Figure 3.24 demonstrates the optimization process

for the ladder-core coupled inductor (without the leakage plate) under the conditions

of 125 A average current (31.25-A/phase) and 500 kHz switching frequency. Given

a specific inductor height Htot, the optimized inductor geometries are obtained from

the inductor loss contour plot by sweeping Xleg and Hleg as shown in Fig. 3.24a. The

optimized inductor loss versus Htot is plotted in Fig. 3.24b. Weighing the tradeoff

between inductor loss and height, Htot is selected as 2.9 mm. Key parameters for

the optimal coupled inductor design are listed in Table 3.2. Figures 3.25 and 3.26

show the CNC-machined magnetic cores and copper windings based on the optimized

geometries. The ladder core measures 28.9 mm × 13 mm × 2.9 mm. A customized
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(4.6 mm, 2 mm)

(a)

Htot = 2.9 mm

Ploss = 0.692 W

0.428 W

0.264 W

(b)

Figure 3.24: Optimization process for the ladder-core coupled inductor: (a) total
inductor loss contour plot at a specific Htot; (b) optimized inductor loss versus Htot.
Core loss and conduction loss are optimized for one coupled inductor (four-phase)
supporting 125 A at 500 kHz switching frequency.

Table 3.2: Parameters for the Optimal Coupled Inductor Design

Parameter Value

Total Length, L 28.9 mm
Total Width, W 13 mm
Total Height, Htot 2.9 mm
Leg Width, XLeg 4.6 mm
Leg Height, HLeg 2 mm

Window Width, XWin 1.9 mm
Header Width, XHead 3.5 mm

Leg Reluctance, RL 0.91× 106 H−1

Header Reluctance, RH 1.21× 106 H−1

Leakage Reluctance, RK
* 1 52.1 ∼ 65.9× 106 H−1

2 12.5 ∼ 14.1× 106 H−1

* Simulated leakage reluctance per phase: 1 is for the design with ladder core only;
2 is for using ladder core plus leakage plate.

0.8-mm magnetic plate can be put on top of the ladder core with 0.2-mm air gap for

enhanced leakage flux. Comparison of the two coupled inductors is summarized in

Table 3.3. Notice that the transient inductance is equivalent to the leakage inductance

for the two parallel coupled inductors.

122



3. Granular Power Architecture with Parallel Coupled Magnetics

13
 m

m

Ladder Magnetic Core

(a) (b) (c)

CNC-Machined
Winding

Leakage Magnetic Plate

28.9 mm 28.9 mm

13
 m

m

Figure 3.25: Customized magnetic components: (a) four-phase ladder magnetic core
(DMR51W, µr = 900); (b) CNC-machined windings; (c) leakage magnetic plate
(DMR53, µr = 900).

2.
9
 m

m

3
.9

 m
m 0.2-mm 
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Figure 3.26: Coupled inductor height of: (a) using the ladder core only; (b) using the
ladder core plus the 0.8-mm leakage plate with a 0.2-mm air gap.

Table 3.3: Comparison between the Two Four-Phase Coupled Inductors

Inductor Design Height Ltr
∗ Lss

∗ DCR† Current
Rating

Ladder Core 2.9 mm 17 nH 140 nH 0.06 mΩ > 125 A

Ladder Core +
Leakage Plate

3.9 mm 75 nH 381 nH 0.06 mΩ > 125 A

* Ltr and Lss are simulated average values for each phase when D = 1/6.
† DCR is measured winding dc resistance per phase.

The two coupled inductor structures are verified by both FEM and SPICE simula-

tions. Figure 3.27 shows the FEM magnetic field simulation in ANSYS. In Fig. 3.27a,

a magnetostatic simulation is performed to display the dc flux distribution when each

phase conducts 31.25 A dc current (125 A in total). The dc flux density in the core

leg is 0.066 T if not using the leakage plate. After installing the leakage plate, it

increases to 0.28 T, but it is still much lower than the saturation flux density (0.5 T)

of the magnetic material used. Therefore, both the coupled inductors can support

125 A dc current, which is sufficient for the designed MSC-PoL converter. Although

adding the leakage plate will reduce the saturation current limit, it is acceptable in
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Figure 3.27: ANSYS FEM simulation of the two coupled inductor designs: (a) dc
flux density distribution when supporting 31.25 A average current per phase (125 A
in total) and (b) ac flux density distribution at t = 1 µs of one switching cycle.
Vin = 48 V, Vo = 1 V, fsw = 500 kHz.

most cases because the current rating of a coupled inductor is usually constrained

by unbalanced phase currents and semiconductor devices. In Fig. 3.27b, a transient

magnetic field simulation is conducted for one switching cycle (2 µs), displaying the

ac flux density at t = 1 µs when it reaches its peak in the middle core header and the

third core leg. As shown in Fig. 3.27b, the ac flux density is similar with or without

using the leakage plate. This indicates the core losses of the two coupled inductors

are comparable, though they might be influenced by the dc bias.

Figure 3.28 shows the SPICE simulation of the 48-to-1-V MSC-PoL converter

when using different coupled inductor designs as well as discrete inductors of equiv-

alent Lss and Ltr. Simulations with coupled inductors are based on the extracted

inductance matrix from ANSYS. Simulated steady-state inductor current ripples and

transient output voltages during a duty ratio step change are plotted in the figure.

Since the transfer function Gdvo in Eq. (3.6) is a second-order system, its maximum
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Figure 3.28: Simulated steady-state inductor currents and transient output voltages
during a duty ratio step change when using: (a) the coupled inductor with ladder core
only and discrete inductors of its equivalent Lss and Ltr; (b) the coupled inductor
with ladder core plus leakage plate. Vin = 48 V, Vo = 1 → 1.2 V, fsw = 500 kHz,
Req = 3 mΩ, Ro = 0.01 Ω, Co = 1 mF. (Steady-state inductor currents are simulated
at Vo = 1 V).

percent overshoot (Mp) and 2% settling time (ts) of a step response are:

Mp = e
−πξ√
1−ξ2 , ts =

4

ξωn

=
8RoCo

1 + ReqRoCo

Ltr

. (3.33)

Lower Ltr results in faster transient with less ts, but Mp is not necessarily smaller,

since it is also related to other circuit parameters. Therefore, as implied by Fig. 3.28a,

the ladder-core coupled inductor can achieve as fast transient speed as using small

17 nH discrete inductors while maintaining as low current ripple as using large 140 nH

discrete inductors. If adding the leakage plate with 1 mm extra thickness, the coupled

inductor can further reduce current ripple to an extremely low level (Fig. 3.28b),

significantly decreasing switching related loss and improving converter efficiency. The

disadvantages of adding the leakage plate are slower transient speed, lower saturation

current limit, and larger thickness.

125



3. Granular Power Architecture with Parallel Coupled Magnetics

UCC27282

LS

Vdrive

UCC27282

LS

Vdrive

UCC27282

LS

Vdrive

Vdrive

LM5114

UCC27282

LS

Vdrive

UCC27282

LS

Vdrive

UCC27282

LS

Vdrive

Vdrive

LM5114

LTC4440-5

LS

Vdrive
LDO

LTC4440-5

LS

Vdrive
LDO

Vin

LTC4440-5

LS

LDO

LTC4440-5

LS

LDO

VoVdrive

Vdrive V
d
ri
v
e

S0B

S1A

S2A

S3A

S4A

S0A

S1B

S2B

S3B

S4B

S5A

S6A

S7A

S8A

S5B

S6B

S7B

S8B

GaN

Silicon

Figure 3.29: Design of gate driver circuits and bootstrap chains (plotted in green) for
one MSC-PoL module. All gate driver and bootstrap circuits are laid out together
with the power stage inside the compact converter package.

3.5.2 Gate Driver Circuits and 3D Stacked Packaging

Table 3.4 tabulates key component parameters of the 48-to-1-V MSC-PoL module.

GaN switches with higher voltage ratings are used for S0X ∼ S1X in the SC cell

to undertake high voltage stress; Silicon MOSFETs with lower voltage ratings are

used for S2X ∼ S8X in the SCB cells to undertake high current stress. The hybrid

GaN-Si switch combination maximizes the advantages of material characteristics and

state-of-the-art performance of GaN FETs and Silicon MOSFETs.

Figure 3.29 plots the detailed gate driver and bootstrap circuit design for one

MSC-PoL module. Supporting by an external voltage rail Vdrive (Vdrive = 8 V), the
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Table 3.4: Bill-of-Material of the 48-to-1-V MSC-PoL Converter

Semiconductor Devices Description

Switches, S0X ∼ S1X EPC 2065
Gate Drivers for S0X ∼ S1X ADI LTC4440-5

LDO Regulators On-Semi NCP711

High-Side Switches, S2X ∼ S4X Infineon BSZ0902NS
Low-Side Switches, S5X ∼ S8X Infineon BSZ011NE2LS5I

Gate Drivers for S5X TI LM5114
Gate Drivers for S2X/6X ∼ S4X/8X TI UCC27282

Capacitors* Description

Cin 0805 X5R 100 V 4.7 µF × 36, Ceff = 20.3 µF
Cfly 0805 X5R 35 V 22 µF × 22, Ceff = 38.7 µF
C1X 0805 X5R 25 V 22 µF × 9, Ceff = 20 µF
C2X 0805 X5R 25 V 22 µF × 7, Ceff = 27.7 µF
C3X 0805 X5R 25 V 22 µF × 6, Ceff = 52 µF
Co 0805 X5R 6.3 V 100 µF × 12, Ceff = 0.94 mF

* Capacitor count and Ceff are listed for one MSC-PoL module.

bootstrap chain creates multiple floating dc voltages referenced to floating switch

source terminals. In each SCB cell, half-bridge gate drivers (UCC27282) are used

to drive S2X ∼ S4X and S5X ∼ S8X , and low-side gate drivers (LM5114) are used

to drive S5X . In the H-bridge SC cell, high-side gate drivers (LTC4440-5) and 5-V

LDOs are utilized for driving the GaN switches S0X ∼ S1X . The PWM input side

of each gate driver is ground referenced and powered by Vdrive. The driving output

side is powered by the bootstrap chain for the floating switches or by Vdrive for the

grounded switches.

Detailed PCB layout and 3D stacked packaging of the MSC-PoL VRM are plotted

in Fig. 3.30. The VRM measures 31.9 mm × 26.6 mm in area, and the overall height

is only 6 mm (7 mm if including the leakage plate). All power devices are placed on

the top side of the PCB, while the coupled inductors and gate drivers are stacked

on the bottom side. Placing all power components on one side simplifies the cooling

requirements by enabling single-sided heat dissipation. The bootstrap circuit chain is
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Figure 3.30: PCB layout and 3D stacked packaging of the MSC-PoL VRM: (a)
annotated top view; (b) annotated bottom assembly view. The PCB area is
31.9 mm × 26.6 mm = 848.54 mm2, and the total VRM height is only 6 mm (7 mm
if including the leakage plate).

laid out in the center of the converter, and on its two sides symmetrically located are

the H-bridge SC cell as well as the two 4-phase SCB cells (cells A&B). To minimize

both converter height and on-board area, a 3D stacked inductor-driver packaging is

implemented as shown in Fig. 3.30b. At the bottom side of the PCB, the coupled

inductors are stacked on top of the gate drivers with a copper backbone inserted

in between to draw the high output currents out. Winding structures of the two

inductors are in symmetry to bring all the output currents to the middle, which helps

to shorten the layout length of PCB traces and reduce the conduction loss of the

overall system. All components including power stage, bootstrap chain, gate driver

circuits, and coupled inductors are packaged into a 1
16
-brick module with 0.31 in3

ultra-compact size and 6-mm ulta-thin thickness. Only PWM pins, a voltage rail

Vdrive, and an optional heat sink are needed to operate the MSC-PoL VRM.
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Figure 3.31: (a) Block diagram of the prototype power stage. (b) An example phase
shift strategy, which enables 16-phase interleaving with multiplicated ripple frequency
(16× fsw) and reduced ripple amplitude of the output current.

3.6 Experimental Results

A 48-to-1-V/450-A MSC-PoL prototype comprising two parallel-connected MSC-PoL

modules is fabricated and tested. This section presents the overall hardware proto-

type, the experimental testbench, and detailed experimental results.

3.6.1 Prototype and Testbench

Figure 3.31a plots the block diagram of the prototype power stage, which contains 16

output phases. Appropriate phase shift strategy can be designed to achieve 16-phase

interleaving with multiplicated ripple frequency and reduced ripple amplitude of the

output current, as shown in Fig. 3.31b. Figure 3.32 shows the complete hardware

prototype including the power stage, the signal interface board and two F28388D con-

trollers. A heat sink (SKV38538514-CU) equipped with a dc fan (9GA0312P3J001)

is placed on top of each MSC-PoL module through a thermal interface. Benefiting

from the single-side heat dissipation, the heat sink can easily take away most of the

heat generated by the power devices.
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Figure 3.32: (a) Picture of the 48-to-1-V/450-A MSC-PoL prototype containing two
MSC-PoL modules, a signal interface board, and two microcontroller boards. Each
MSC-PoL module is covered by a heat sink together with a dc fan.
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Figure 3.33: (a) One MSC-PoL module (w/o the leakage plate) compared with a
U.S. quarter. (b) Mechanical demonstration of a 225 W 48-to-1-V MSC-PoL module
embedded into a 3D-printed FCLGA-3647 socket to support a server CPU (Intel Xeon
Platinum 8280, 205 W).

Figure 3.33a exhibits the ultra-thin MSC-PoL VRM. Each MSC-PoL module is

enclosed within a 31.9 mm×26.6 mm×6 mm box volume, which is comparable to a

U.S. quarter. With the ultra-compact size and the ultra-thin thickness, the MSC-

PoL VRM can be embedded into a FCLGA-3647 socket to power an Intel Xeon
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Figure 3.34: Picture of the experimental testbench. Digital multimeters are interfaced
with the BenchVue platform to automatically collect efficiency measurement results.
Two current shunts are utilized for measuring the input and the output currents. A
dc power source is used as the 48 V dc bus. Multiple electronic loads are connected
in parallel to drain high load currents.

Platinum 8280 CPU (205 W), enabling PwrSiP voltage regulation as demonstrated

in Fig. 3.33b.

Figure 3.34 shows the experimental testbench. Four digital multimeters (Agilent

34401A) are utilized in combination with the BenchVue software platform to set up

an automatic efficiency measurement system. Two current shunts (Rideon RSN-50

and RSC-1000), calibrated by Agilent 34330A, are connected in series at the input

and output for precise current measurement. A dc power source (BK Precision 9117)
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Figure 3.35: Steady-state waveforms of switch drain-source voltages and intermediate
rail voltages. VRail1A and VRail1B are the positive and the negative terminal voltages
of the flying capacitor Cfly. fsw = 400 kHz; Vo = 1 V.

is used to provide the 48 V dc voltage. Multiple electronic loads (Chroma 63103A

and 63203) are parallelly connected to drain high load currents from the converter.

In the following experiments, the MSC-PoL prototype is tested based on the com-

ponent parameters in Table 3.4 and phase shift strategy in Fig. 3.31b, unless otherwise

specified. Measured experimental results when using different coupled inductor de-

signs shown in Table 3.3 are compared and discussed.

3.6.2 Steady-State Operation

This subsection demonstrates the steady-state operation of the MSC-PoL prototype

when delivering power from 48 V to 1 V and switching at 400 kHz. The leakage plate

is installed on the coupled inductor for lower current ripple.

Figure 3.35 shows the measured waveforms of switch drain-source voltages and two

intermediate rail voltages. The maximum switch voltage stresses are labeled aside the

waveforms, which are 24 V for S0X , 30 V for S1A/C , 18 V for S1B/D, 12 V for SCB high

side switches (S2X ∼ S4X), and 6 V for SCB low side switches (S5X ∼ S8X), consistent

with the analysis in Fig. 3.7. Two intermediate rail voltages VRail1A and VRail1B refer

to the voltages of positive and negative terminals of the flying capacitor Cfly. VRail1A
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Figure 3.36: Steady-state waveforms of switch node voltages and output voltage
ripples. The 16-phase interleaving operation in Fig. 3.31 is applied, yielding 16fsw
ripple frequency for the output voltage. fsw = 400 kHz; Vo = 1 V.

is shifting between 24 V and 48 V, while VRail1B is alternating between 0 V and 24 V.

By turning on S1X , each SCB cell will be switched into the corresponding voltage rail

when it turns 24 V.

Figure 3.36 shows the measured waveforms of switch node voltages and output

voltage ripples. The phase shift strategy in Fig. 3.31 is applied, where the phase shifts

between four SCB cells (Cell A∼D) are 202.5°, 112.5°, and 202.5°, and neighboring

phases within each SCB cell are shifted by 90°. As implied by Fig. 3.36, this phase

shift scheme enables 16-phase interleaving, yielding 16fsw ripple frequency and greatly

reduced ripple amplitude for the output voltage. The peak-peak steady-state output

voltage ripple is less than 10 mV.

Figure 3.37 shows the measured capacitor dc voltages and ac voltage ripples when

delivering 400 A load current. As indicated by Fig. 3.37a, both the flying capacitor

and the blocking capacitors can maintain stable voltages at heavy load, functioning

like a dc source with expected dc values. As shown in Fig. 3.37b, the capacitor ac

voltage ripples can remain less than 0.8 V at 400 A load current (89% of full load).
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Figure 3.37: Steady-state waveforms of: (a) capacitor dc voltages; (b) capacitor ac
voltage ripples and output current. fsw = 400 kHz; Vo = 1 V; Io = 400 A.
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Figure 3.38: Measured open-loop transient waveforms with one MSC-PoL module
when (a) using the leakage plate and (b) not using the leakage plate. Duty ratio steps
from 15.8% to 22.2%, yielding a step change Vo from 0.8 V to 1.2 V. fsw = 704 kHz;
Io = 100 A; Co = 3 mF.

3.6.3 Transient Performance

This subsection exhibits the open-loop and the closed-loop transient experiments

tested on one MSC-PoL module with and without using the leakage plate. The

transient experiments are performed when Vin = 48 V, fsw = 704 kHz, Co = 3 mF.

Figure 3.38 shows the measured transient waveforms during an open-loop duty

ratio step change at 100 A load current. The duty ratio steps from 15.8% to 22.2%,
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Figure 3.39: Measured closed-loop transient waveforms with one MSC-PoL module
(w/o the leakage plate) during a load step change between 50 A and 150 A. A typical
voltage-mode feedback control is applied. The maximum voltage overshoot is less
than 80 mV during the 100 A load step (44% of the full load) with 4 A/µs current
slope. fsw = 704 kHz; Co = 3 mF.

yielding a step change Vo from 0.8 V to 1.2 V. The settling time of reaching within 5%

error band of the final voltage is 26 µs when using the leakage plate and 18 µs when

not using the leakage plate. As discussed in Section 3.5.1, adding the leakage plate will

reduce the current ripple but also slow down the transient speed due to larger leakage

inductance, resulting in longer settling time. However, one MSC-PoL module contains

eight output phases in parallel. This narrows the transient performance difference

between the two coupled inductor designs since both of them have a very small total

output leakage inductance, which is comparable to the parasitic trace inductance.

Therefore, after adding the leakage plate, the MSC-PoL VRM still maintains a fast

transient speed. Besides, the flying capacitor and the blocking capacitor voltages

remain stable during the open loop duty ratio step change.

Figure 3.39 shows the measured waveforms of closed-loop transient experiments.

A typical voltage-mode feedback control with PI compensator is implemented, which

changes the duty ratio based on the error between reference and output voltages.

The output load current is programmed to step between 50 A and 150 A with 4 A/µs

downslope. As indicated by the figure, the maximum voltage overshoot is less than
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Figure 3.40: Measured 48-to-1-V efficiency of the MSC-PoL prototype when (a) using
the leakage plate and (b) not using the leakage plate. Efficiencies of different switching
frequencies excluding and including the gate losses are plotted and compared. Vdrive =
8 V.

80 mV during this 100 A load step (44% of the full load). The flying capacitor and

blocking capacitor voltages also remain stable in the closed-loop transient test. The

transient performance can be further enhanced by increasing the control loop band-

width (e.g., reducing the delay of controller and gate drivers) or by using advanced

nonlinear controls (e.g., constant-on-time control). However, demonstrating the ex-

treme transient performance of the converter is beyond the scope of this section.

3.6.4 Efficiency Measurement

The efficiencies of the MSC-PoL prototype with and without using the leakage plate

are measured at multiple switching frequencies. The gate drivers and the bootstrap

chain are powered by an auxiliary dc-dc converter, and the gate losses are estimated

by QgVdrivefsw. Vdrive is the voltage of the auxiliary power rail, and Vdrive = 8 V in

all experiments.

Figures 3.40 summarizes the 48-to-1-V efficiencies of the MSC-PoL prototype with

and without using the leakage plate, respectively. Efficiencies of different switching
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frequencies excluding and including the gate losses are collected and compared. As

shown in the figure, the MSC-PoL prototype with the leakage plate has a higher ef-

ficiency than without using the leakage plate. As the switching frequency increases,

there is a tradeoff between the decreased ac conduction losses and the increased

switching related losses (including switching losses, deadtime losses, parasitic loop

inductance losses, etc.). When using the coupled inductor with the leakage plate, the

inductor current ripple is already very small. Increasing switching frequency does

not have a significant reduction in ac conduction losses, so the increased switching

related losses will dominate. In this case, a higher switching frequency yields a lower

efficiency. As for using the coupled inductor without the leakage plate, the inductor

current ripple is large. Increasing switching frequency can greatly reduce ac conduc-

tion losses. The decreased ac conduction losses dominate the frequency impacts at

light load, but at heavy load, the increased switching related losses are predominant.

Consequently, a higher switching frequency leads to a higher efficiency at light load

but a lower efficiency at heavy load. At full load where the current ripple ampli-

tude has little influence on the total power losses, the MSC-PoL prototype of using

different coupled inductor designs has a similar efficiency for the same switching fre-

quency. The efficiency measurement results indicate that, if excluding the gate losses,

the MSC-PoL prototype with the leakage plate can achieve 93.1% peak efficiency at

140 A/400 kHz and 86.2% full-load efficiency at 450 A/400 kHz. In contrast, the

MSC-PoL prototype without using the leakage plate can achieve 91% peak efficiency

at 150 A/602 kHz and 84.6% at 450 A/602 kHz. The gate drive losses are estimated

as 2.48 W at 400 kHz, 3.10 W at 500 kHz, and 3.74 W at 602 kHz.

Figure 3.41 shows the thermal image of the MSC-PoL prototype under dc fan

and heat sink cooling. After operating at 450 A full load for more than 10 minutes,

the hot-spot temperature of the heat sink remains around 45 °C when the ambient

temperature is around 25 °C. Featuring single-side heat dissipation, the MSC-PoL
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Figure 3.41: Thermal image of the MSC-PoL prototype when operating at 48-to-
1-V/450-A, fsw = 400 kHz under dc fan and heat sink cooling for more than 10
minutes. The hot-spot temperature of the heat sink remains around 45 °C. The
ambient temperature is around 25 °C.

prototype greatly simplifies its cooling design, enabling long-term operation at heavy

load while keeping a cool temperature.

3.6.5 Performance Discussions and Comparison

The 48-to-1-V MSC-PoL CPU VRM is a combination of many state-of-the-art tech-

nologies, including multistack SC architecture, soft charging technique, hybrid GaN-

Si switch combination, coupled magnetics, and 3D stacked packaging. It achieves

an ultra-compact size with both a small area and a low z-height. The overall VRM

height is only 6 mm (7 mm if adding the leakage plate), making it an extremely

attractive PwrSiP solution for CPU voltage regulation.

Appropriate coupled inductor design can be selected based on specific application

requirements. Adding the leakage plate can reduce the inductor current ripple, and

the resulting smaller RMS and peak current values decrease conduction loss, switching

loss, and parasitic inductance loss, yielding a higher efficiency. The tradeoff is the

increased VRM height and slower transient response. However, with 8-phase (or 16-

phase) interleaving, the coupled inductor that uses the leakage plate can still achieve
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Figure 3.42: Loss breakdown of the 48-to-1-V/400 kHz MSC-PoL prototype (with the
leakage plate) at (a) full load range and (b) two specific load conditions. Gate loss is
included. The power loss breakdown listed in the legend is ordered from bottom to
top in the bar chart and clockwise from 12 o’clock in the pie charts.

a fast transient speed, as demonstrated in Section 3.6.3. Although the light-load

efficiencies for the two coupled inductor designs are quite different, their heavy-load

efficiencies are very close given the same operation frequency.

Detailed loss breakdown of the 48-to-1-V/400 kHz MSC-PoL prototype (with the

leakage plate) is plotted in Fig. 3.42. The power loss breakdown contains 1) losses of

the H-Bridge SC stage including switching and conduction losses of the GaN switches

(S0X ∼ S1X) as well as ESR loss of the flying capacitors (Cfly); 2) losses of the SCB

stage including switching and conduction losses of the MOSFETs (S2X ∼ S8X), ESR

loss of the blocking capacitors (C1X ∼ C3X), core loss and winding loss of the coupled

inductors; 3) parasitic loop inductance loss estimated by 1
2
Lloopi

2
Lfsw; 4) deadtime

loss, PCB trace conduction loss, and gate loss estimated by QgVdrivefsw. At light

load, gate loss, core loss, and switching loss are predominant. When load current

increases to 170 A where the peak efficiency is achieved, the major power losses are
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Table 3.5: Performance Comparison of 48 V-to-1 V Point-of-Load VMRs

Year Note

@ Peak Efficiency @ Full Load
Switching
Frequency†

Including
Gate Drive
Loss & Size

Output
Current

Efficiency
Box Power
Density∗

Output
Current

Efficiency
Box Power
Density∗

This
Ladder Only
6-mm height

150 A
210 A

91.0%
89.5%

241 W/in3

338 W/in3

450 A
450 A

84.6%
85.6%

724 W/in3

724 W/in3

602 kHz‡

400 kHz
Loss ×; Size ✓
Loss ✓; Size ✓

Work
Ladder + Leakage

7-mm height
140 A
170 A

93.1%
91.7%

193 W/in3

235 W/in3

450 A
450 A

86.2%
85.8%

621 W/in3

621 W/in3 400 kHz
Loss ×; Size ✓
Loss ✓; Size ✓

2020 Sigma [68] 40 A 94.0% 210 W/in3 80 A 92.5% 420 W/in3 600 kHz Loss ×; Size ✓

2020 TSAB [113] 30 A 91.5% 12 W/in3 90 A 85.0% 36 W/in3 500 kHz Loss ×; Size ✓

2020 Vicor [114,115] 120 A 90.1% 224 W/in3 214 A 87%¶ 400 W/in3 1,025 kHz Loss ✓; Size ✓

2021 ADI [116] 30 A 90.8% 53.1 W/in3 50 A 88.1% 88.5 W/in3 350 kHz Loss ✓; Size ✓

2021 On-Chip [117] 1.5 A 90.2% 37.1 W/in3 8 A 76% 198 W/in3 2,500 kHz Loss ✓; Size ✓

2021 LEGO-PoL [31] 190 A 88.4% 124 W/in3 450 A 84.8% 294 W/in3 1,000 kHz Loss ✓; Size ✓

2021 VIB-PoL [54] 144 A 93.3% 74.2 W/in3 450 A 88.1% 232 W/in3 417 kHz Loss ✓; Size ✓

2022 MLB-PoL [118] 23 A 91.5% 101 W/in3 60 A 88.4% 263 W/in3 250 kHz Loss ✓; Size ✓

2022 Symmetric-DIH [119] 36 A 81.4%§ 205 W/in3 105 A 70.9%§ 598 W/in3 750 kHz Loss ✓; Size ✓

2022 Dickson2-PoL [101] 100 A 91.6% 133 W/in3 270 A 87.7% 360 W/in3 280 kHz Loss ✓; Size ✓

2023 Mini-LEGO [120] 160 A 84.1% 929 W/in3 240 A 82.3% 1,390 W/in3 1,515 kHz Loss ✓; Size ✓

∗ The power density is calculated with the box volume (defined as the maximum Length×Width×Height).
† The switching frequency of the voltage regulation stage.
‡ The frequency of the MSC-PoL prototype is selected for the maximum peak efficiency w/ or w/o gate loss.
¶ The full load efficiency of the Vicor product is not available and is estimated.
§ Efficiency including gate loss is calculated based on the gate driving energy per cycle provided in [119].

relatively evenly distributed among switching loss, conduction loss, and gate loss. As

load current keeps rising, the low-side conduction loss and parasitic loop inductance

loss increase dramatically and will dominate at 450 A full load. To further improve

the efficiency and power density, multiple switches and gate drivers can be integrated

together to reduce the parasitic loop inductance especially for the SCB stage.

Table 3.5 compares several key metrics of the MSC-PoL prototype with other

state-of-the-art 48 V-to-1 V point-of-load voltage regulators. As implied by the table,

both the efficiency and power density of the MSC-PoL prototype are at the top tier

among state-of-the-art VRM designs. The full-load power density with and without

using the leakage plate is 621 W/in3 and 724 W/in3, respectively. A performance

metric represented as the connection curve of the efficiency and power density points

at full load and peak-efficiency load is introduced and plotted in Fig. 3.43. The
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10.MSC PoL
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Figure 3.43: Performance comparison of the MSC-PoL prototype (with the leakage
plate) and other 48 V-to-1 V VRMs. Efficiency and power density points (including
gate loss and size) at full load and peak-efficiency load are plotted and connected with
a line. Switching frequencies are color coded, corresponding to the logarithmic color
bar. The MSC-PoL prototype achieves both excellent efficiency and power density
among state-of-the-art VRM designs.

MSC-PoL prototype presented in this chapter expands the performance boundary of

point-of-load VRMs by pushing towards higher efficiency and higher power density.

3.7 Chapter Summary

This chapter presents a granular power architecture with parallel coupled magnetics

to support high current computing systems. The MSC-PoL architecture comprising

multiple granular switched-capacitor and switched-inductor cells is introduced and

analyzed. The stacked switched-capacitor cells split the high input voltage into mul-

tiple intermediate voltage rails, which are loaded with the switched-inductor cells to

achieve soft charging and voltage regulation. Many inductors of the switched-inductor

cells are coupled into one and operated in an interleaved fashion to miniaturize the dc
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magnetic energy storage, reduce the inductor current ripple, and improve the VRM

transient speed. We develop a 48-to-1-V MSC-PoL topology and analyze its converter

dynamics by small signal modeling. The 48-to-1-V MSC-PoL converter has a similar

small signal model and transfer functions as a multiphase buck. Therefore, simi-

lar control methods (e.g., voltage-mode or constant-on-time control) can be directly

applied.

Containing multiple inductors and capacitors, the MSC-PoL converter is a high-

order PWM converter. The resulting L-C resonant poles might challenge its control

design. This chapter presents a systematic approach of analyzing the intrinsic L-C

resonant behavior in a hybrid switched-capacitor/magnetics converter. By decompos-

ing disturbance and its response into common-mode and differential-mode dynamics,

the intrinsic resonant behavior can be classified into output L-Co resonance and inter-

phase L-CB resonance. A similar analysis approach can be extended to higher number

of phases, enabling a more intuitive understanding of transient and balancing behav-

iors. The impacts of coupled inductors are analyzed, indicating that higher coupling

coefficient results in smaller resonant amplitude and lower resonant frequency with

longer settling time. Comprehensive guidelines for designing a controller that covers

both input-output dynamics and interphase resonance are provided.

To validate the granular MSC-PoL architecture, a 48-to-1-V/450-A, 6-mm-thick

MSC-PoL VRM with ladder-structured coupled inductors is built and tested. Two

coupled inductor designs based on a ladder-structured core are developed and com-

pared. A leakage magnetic plate of 0.8-mm thickness is designed to adjust the leakage

inductance for lower current ripple. All power stage, gate drive, and bootstrap circuits

as well as the coupled inductors of one MSC-PoL module are packaged into a 0.31

in3 box volume. The peak and the full-load efficiencies (including gate loss) as well

as the full-load power density of the MSC-PoL prototype with and without using the

leakage plate are 91.7% (@170 A) and 89.5% (@210 A), 85.8% (@450 A) and 85.6%
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(@450 A), and 621 W/in3 and 724 W/in3, respectively. The ultra-compact MSC-PoL

VRM enables CPU PwrSiP voltage regulation and expands the performance bound-

ary of point-of-load converters towards higher efficiency and higher power density.
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Chapter 4

Granular Architecture with Series

Coupled Magnetics for Large-Scale

Modular Energy Systems

4.1 Background and Motivation

Large-scale energy systems usually contain massive amounts of modular loads or

sources connected in parallel and series as a large-scale array. Figure 4.1 shows few

example large-scale energy systems, including photovoltaic systems, battery storage

systems, and data center servers. In these systems, identical modular loads or sources

Solar Panels Battery Storage Systems Data Center Servers

(a) (b) (c)

Figure 4.1: Example large-scale energy systems: (a) photovoltaic systems; (b) battery
storage systems; and (c) data center servers.
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HDD 1.3HDD 1.2HDD 1.1 HDD 1.4 HDD 1.M
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Figure 4.2: A data storage server with series stacked power delivery architecture. It
comprises a cluster of N ×M HDDs divided into N series-stacked voltage domains
with differential power processing.

perform similar functions and have similar power profiles, making them a perfect fit

for the series-stacked differential power processing (DPP) architecture.

Figure 4.2 illustrates the key principles of the DPP power architecture based on

an example hard-disk-drive (HDD) server. In data storage servers, numerous HDDs

perform similar reading/writing tasks and have similar power consumption. Power

difference (i.e., differential power) among HDDs is small. To deliver power from

high voltage bus to low voltage loads, conventional power architecture employs a

cascaded dc-dc converter at the front, and full load power needs to be processed by

the dc-dc converter. In contrast, by stacking multiple groups of HDDs in series to

the high voltage bus, inherent voltage step down can be achieved due to the series

connection. In this way, the vast majority of power is directly delivered to the loads,

while only a small amount of power difference is processed by the DPP converter,

yielding significantly reduced power conversion stress and improved efficiency.

DPP architectures origin from battery active equalization circuits, including

switched-inductor (buck-boost) types [121, 122], switched-capacitor types [18, 123],
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and ac-link or dc-link fully-coupled types based on flyback [124–126], forward [127],

half-bridge [128], and dual-active-bridge (DAB) converters [129,130]. Similar topolo-

gies were later applied to photovoltaic (PV) systems to manage mismatch among

series PV cells [131, 132]. Control strategies and architectures have been proposed

to achieve PV maximum power point tracking (MPPT) [133–138]. DPP archi-

tectures have also been implemented in emerging dc systems such as data center

servers [22,139] and multi-processor systems [140–142].

In this chapter, a multiport ac-coupled differential power processing (MAC-DPP)

converter is presented, which couples all series-stacked voltage domains through the

series coupled magnetic flux in a multi-winding transformer [22]. The proposed MAC-

DPP converter features reduced component count, smaller magnetic volume, and less

differential power conversion stages compared to other DPP solutions. The granular

power architecture of the MAC-DPP converter offers high modularity and extend-

ability, enabling linear extension without customizing the design for each port. Other

key contributions of this chapter include:

� Stochastic power loss analysis for DPP: A stochastic modeling approach

is developed to analyze power loss scaling in a DPP system based on probability

distributions of loads or sources [143]. Scaling factors are introduced to describe

how losses change with DPP system size and load or source power variance.

� Modeling and control of MIMO power flow: The MAC-DPP converter

is a multi-input-multi-output system. To precisely transfer the required power

flow of each port and balance each domain voltage, this chapter introduces

two control methods: (a) a feedback control based on distributed phase

shift modules [144]; and (b) a feedforward control based on Newton-Raphson

method [145]. A generalized small signal model is derived to provide guidance

on the control loop design of large-scale MAC-DPP systems.
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� String voltage regulation for differential power processing: One chal-

lenge for the DPP system design is to regulate the series-stacked string voltage.

Leveraging the partial power processing concept [68, 146–153], a series voltage

compensator (SVC) architecture is developed to regulate the DPP string voltage

with improved efficiency and power density [43].

To validate the MAC-DPP architecture and theoretical analysis, a 10-port 450 W

MAC-DPP prototype with 700 W/in3 power density is built. The prototype is tested

on both a 50-HDD storage server and a 30×20 LED screen. Supported by the MAC-

DPP prototype, the HDD server can achieve 99.77% system efficiency and can main-

tain normal reading/writing operation of all HDDs against the worst hot-swapping

scenarios, realizing the first complete demonstration of a DPP-powered data storage

server with full reading, writing, and hot-swapping capabilities. The exploration of

the co-design of software, hardware, and power architecture provides profound in-

sight for designing next-generation power architectures in data centers. To verify the

effectiveness of the stochastic power loss model, random load tasks (independent or

correlated) are set up and assigned to the LED array, and the tested results match

well with theoretical analysis. Besides, a buck-derived SVC prototype is designed and

built, which can regulate the DPP string voltage precisely at 50 V from a 50∼65 V

dc bus and can achieve 98.8% peak system efficiency.

In the remainder of this chapter, Section 4.2 introduces the MAC-DPP architec-

ture and qualitatively compares it with existing DPP solutions. Section 4.3 presents

the stochastic loss modeling approach and defines a figure of merit to quantitatively

compare different DPP topologies given a random load power distribution. Sec-

tion 4.4 develops a generalized small signal model for large-scale MAC-DPP systems

and proposes two control methods to manipulate the MIMO power flow. Section 4.5

introduces the SVC architecture for DPP string voltage regulation. Experimental
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verification of the MAC-DPP and the SVC architectures as well as their theoretical

analysis is summarized in Section 4.6. Finally, Section 4.7 concludes this chapter.

4.2 Multiport ac-Coupled Differential Power Processing

Many DPP converter topologies have been explored so far. In [121], a load-to-load

DPP architecture was proposed, which uses a bidirectional buck-boost circuit to pro-

cess the differential power between two neighboring loads. Compared to DPP con-

verters that connect each load to the input dc bus [141, 154], the load-to-load DPP

converter has reduced switch voltage stress (2Vload). However, the differential power

between two non-adjacent loads has to go through multiple power conversion stages

due to the laddered structure. This creates higher power conversion losses and limits

the system dynamic performance. Another ladder-structured DPP topology is based

on ladder switched-capacitor (SC) circuits [134, 140]. The ladder SC-DPP converter

can achieve high efficiency and high power density, but during load transient, it can

only transfer power between neighboring voltage domains within one switching cycle.

If two voltage domains are not directly connected, it takes multiple switching cycles

to transfer energy from one domain to the other. One alternative DPP approach is

to employ multiple isolated dc-dc converters (e.g., flyback, dual active bridge (DAB),

etc.) and connect each voltage domain to a virtual dc bus or an input dc bus [126,139].

The dc-coupled DPP architecture can transfer power directly between two arbitrary

loads. Compared to ladder-structured DPP options, this architecture is more scalable

and can offer better dynamic performance. However, the dc-coupled DPP topology

requires multiple magnetic elements (i.e., transformers) as well as high component

count, which increases the cost and total converter size. Moreover, the differential

power needs to go through at least two “dc-ac-dc” stages from one port to another,

resulting in additional power conversion stress and losses [145].
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Figure 4.3: (a) Proposed MAC-DPP architecture. (b) Magnetic flux in the magnetic
core of a multi-winding transformer with a single magnetic linkage. Φi is the magne-
tizing flux, and ∆Φij is the leakage flux. (c) Waveforms of winding volt-per-turn and
peak-peak flux variation.

In this chapter, we propose a MAC-DPP architecture that connects each voltage

domain to a multi-winding transformer through a dc-ac unit, as shown in Fig. 4.3a.

The differential power of each voltage domain is coupled to the multi-winding trans-

former with series coupled magnetic flux. The granular dc-ac inverter can be imple-

mented as a half-bridge inverter with a dc blocking capacitor. Other dc-ac inverter

circuits, such as full-bridge inverters, or Class-E-based inverters, are also applica-

ble [45, 155–157]. The power transferred between two different loads is galvanically

isolated and is bidirectional. The advantages of the MAC-DPP architecture include:

� Fewer “dc-ac-dc” power conversion stages: The MAC-DPP architecture

directly transfers power between any two ports with one single “dc-ac-dc” con-

version stage. Existing DPP solutions usually need two or more “dc-ac-dc”

stages when delivering power between two arbitrary loads. The reduced power

conversion stress improves the dynamic performance and reduces the losses.
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� Reduced component count: In the MAC-DPP architecture, one voltage

domain is connected to one dc-ac unit, and n voltage domains only need n dc-ac

units, which are reduced by half compared with dc-coupled DPP architecture.

� Smaller magnetic size: Compared to the dc-coupled DPP converter that

needs multiple transformers, the MAC-DPP architecture has only one magnetic

core. In principle, the magnetic core area of a multi-winding transformer is

determined by the highest volt-second-per-turn of all windings instead of the

winding count, and is not directly related to the number of windings. In a

MAC-DPP architecture with a fully symmetric configuration, each dc-ac unit

has an identical voltage rating, and all windings have identical volt-second-per-

turn, which will stay the same as the winding count increases. Therefore, the

core area of a multi-winding transformer in the MAC-DPP is roughly the same

as that of a two-winding transformer in other isolated DPP options. Only the

window area increases as the winding count increases. Theoretically, the MAC-

DPP architecture can reduce the magnetic core area by n times compared to

other isolated DPP implementations (n is the number of series voltage domains).

One challenge of designing a MAC-DPP converter is to build a high performance

miniaturized multi-winding transformer with a single magnetic linkage. A basic re-

quirement is to effectively couple all windings without saturating the magnetic core.

In a two-winding transformer, the cross-section area of the core is determined by the

maximum volt-second-per-turn in the windings. Here, this rule is extended to the

generalized multi-winding cases. Fig. 4.3b shows the magnetic flux diagram in the

magnetic core of the multi-winding transformer. There are two types of magnetic

flux in the core: (a) magnetizing flux, which is coupled with each individual winding:

Φi; and (b) leakage flux, which leaks out through the spacing between two windings:

∆Φij = Φi − Φj. The magnetizing flux of a specific coupled winding is linked to the

Vk(t)/Nk (volt-per-turn) by Faraday’s Law.
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Figure 4.4: (a) FEM simulation setup: two windings are driven by two sinusoidal
voltage sources of different phase-shits. (b) Simulated magnetic flux density inside
the core at the phase-shift of 0 degree and 180 degree, respectively. (c) Peak magnetic
flux density in the spacing between two adjacent windings when sweeping the voltage
phase-shift from 0° to 180°.

Fig. 4.3c shows two example arbitrary periodic waveforms of the voltage at two

windings. The shaded area (volt-second-per-turn) is the peak-peak flux variation

within one period. The maximum magnetizing flux in the core is:

Φmax
M =

1

2
× max

k=1,...,n
{∆Φk} =

1

2
× max

k=1,...,n

{∫ tb k

ta k

Vk(t)

Nk

dt

}
. (4.1)

The maximum leakage flux in the core is:

Φmax
L =

1

2
× max

k=1,...,n−1

{∫

tpos

(
Vk(t)

Nk

− Vk+1(t)

Nk+1

)
dt

}
, (4.2)

where tpos represents the time period of the positive integral.

As a result, the maximum leakage flux density in a multi-winding transformer is

located at the spacing between two windings if the winding voltages have opposite

phases (assuming equal voltage amplitudes at all ports). Fig. 4.4 shows an example

transformer simulated in ANSYS Maxwell to validate the design guidelines with finite

element modeling (FEM). This transformer has a ferrite planar core (ELP18/10 with

µr = 1000). Each winding has one single turn. Two sinusoidal voltage sources

(2.5 V amplitude, 100 kHz) were connected to the two windings. Fig. 4.4b shows
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the simulated magnetic flux density inside the core with different phase-shifts. If

two voltage sources are in phase, the magnetic flux density in the core is relatively

uniform, and the maximum flux density (Bmax) is low. When the phase-shift increases

to 180°, the two voltage sources have exactly opposite phases, and the magnetic flux

concentrates at the center pole surface between two windings, leading to a high peak

flux density that might saturate the core. Fig. 4.4c shows the peak flux density of the

spacing area between two windings when sweeping the phase-shift from 0° to 180°.

The Bmax increases as the phase shift increases.

To avoid saturating the core, the minimum core area should be designed for

the maximum volt-second-per-turn, and the spacing distance between two windings

should be designed for the maximum phase-shift between two neighboring ports.

Whether a core will saturate or not is independent of the number of windings. A

large number of windings driven by different voltage sources can be coupled to a

single magnetic linkage without saturating the core, as long as the maximum volt-

second-per-turn does not exceed the designed limit. If all windings are driven by

square wave voltage sources with the same volt-per-turn amplitude V0 and period T ,

the maximum magnetizing flux in the core is:

Φmax =
1

2

∫

T
2

V0dt =
1

4
V0T. (4.3)

The maximum magnetizing flux is independent from the number of windings n, and

is only determined by the maximum volt-second-per-turn (V0T ) of all windings. Ac-

cordingly, the minimum core area (Amin) of a multi-winding transformer driven by an

arbitrary number of square wave voltage sources with amplitude of V0 is:

Amin =
Φmax

Bsat

=
V0T

4Bsat

. (4.4)
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Therefore, coupling many voltage domains with a single linkage multi-winding

transformer can significantly reduce the required magnetic core volume of a multi-

port topology. This is the fundamental reason why the proposed MAC-DPP archi-

tecture can achieve much higher power density and better magnetic utilization than

other isolated DPP implementations. Compared to non-isolated DPP options without

transformers [128], the MAC-DPP architecture also offers reduced power conversion

stress (fewer “dc-ac-dc” stages), lower component voltage rating, higher modularity,

and lower component count.

4.3 Stochastic Power Loss Analysis and Performance Scaling

Power flows in DPP systems are usually dynamic and unpredictable [158]. Power

distribution and mismatch among series voltage domains are influenced by factors

that include aging, manufacturing variation, temperature differences [18], illuminance

variation [159,160], and random task requests for data center servers [22]. Potentially,

each module power is a random process. Previous work to analyze how power loss and

power ratings of DPP converters change with statistical variance has been based on

numerical simulations or data-driven methods [154, 161, 162]. An analytical method

to evaluate performance with large-scale stochastic loads or sources is still needed.

In this section, DPP topologies are grouped into two primary categories: fully

coupled DPP and ladder DPP. We perform a systematic analysis of power flow for

each, and develop a stochastic model to predict conduction loss and its distribution.

The purpose of the stochastic model is not to predict all losses in DPP systems,

but rather to understand how performance scales with system dimension and load or

source power variance. The model provides guidance on topology selection and design

optimization. Instead of estimating loss for a specific case, the model is an ensemble

evaluation for stochastic power distributions (e.g., Gaussian, Poisson, Bernoulli, etc.).

A scaling factor, S(•), is introduced to describe how loss changes with system size or
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Figure 4.5: (a) An N ×M DPP system with N series-stacked voltage domains, each
comprisingM load or source modules. Pij(t) and Pi(t) are the power of one dc module
and of one voltage domain, respectively; ∆Pi(t) is the power mismatch for one voltage
domain. (b) Load power and mismatched power of each voltage domain is a random
process with a certain probability distribution (Gaussian distributions are shown here
as an example).

module power variance. Representative DPP topologies are analyzed and compared

to a reference N :1 DAB converter [163, 164], given the same total switch die area

and magnetic core size. The models are validated with SPICE simulations and with

experiments designed (in Section 4.6) to test loss scaling.

4.3.1 Parameter Definitions and Modeling Assumptions

Fig. 4.5a shows a general DPP system. An N ×M array of load or source modules is

configured in N series-stacked voltage domains. Each domain comprises M modules

connected in parallel. Analysis in this section is based on modular loads, and analysis

for modular sources is the same. Denote the power consumption of the jth load in

the ith voltage domain as Pij(t). The total domain power consumed within the ith
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voltage domain is

Pi(t) = Pi1(t) + Pi2(t) + · · ·+ PiM(t). (4.5)

DPP converters deliver power mismatch ∆Pi(t) among series voltage domains. In

practical applications, the power distribution can be complicated, with unpredictable

patterns or correlations. In this section, each individual load power Pij(t), domain

power Pi(t), and mismatched power ∆Pi(t) is modeled as a random process with cer-

tain probability distributions as indicated in Fig. 4.5b. We first analyze the case when

all module powers are statistically independent with identical distributions (i.i.d.),

and later extend the analysis to cases with correlation. In the case with i.i.d. loads,

individual load power mean values E[Pij(t)] and variances Var[Pij(t)] are identical

and are denoted as µ0 and σ2
0. Each domain has the same voltage, denoted as V0. A

more general case allows unbalanced voltages (as when each domain has its own power

droop characteristic), but matched domain voltages are explored here for clarity. The

analytical framework in this section can be applied to DPP systems with more com-

plicated patterns such as unmatched load power expectations across different voltage

domains.

4.3.2 Fully Coupled DPP and Ladder DPP

The two primary DPP categories are shown in Fig. 4.6. Fig. 4.6a depicts the archi-

tecture of a fully-coupled DPP converter, in which all voltage domains are coupled

by the DPP circuitry. A typical fully-coupled DPP circuit functions as a multiport

dc-dc converter [131], with a direct power flow path between any two domains. Due

to the series architecture, the same bus current I(t) =
∑N

k=1 Pk(t)

NV0
flows through each

voltage domain plus its corresponded DPP port. The instantaneous differential power

processed for the ith voltage domain is

∆Pi(t) = I(t)V0 − Pi(t) = P (t)− Pi(t). (4.6)
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Figure 4.6: Typical DPP architectures: (a) fully-coupled DPP; (b) ladder DPP.

Here, P (t) =
∑N

k=1 Pk(t)/N is the arithmetic average of the N domain powers.

Eq. (4.6) indicates that in a fully-coupled DPP converter, the differential power pro-

cessed at the ith port is the power mismatch between the average domain power P (t)

and the ith domain power Pi(t). With i.i.d. loads, the power rating of each port in a

fully-coupled DPP is the same.

Fig. 4.6b shows the architecture of a domain-to-domain or ladder DPP system,

in which multiple standalone dc-dc converters (termed DPP submodules) link neigh-

boring voltage domains. The differential power processed for one voltage domain is

related to multiple DPP submodules,

Pi(t) + ∆Pi↔i+1(t)−∆Pi−1↔i(t) = I(t)V0 = P (t). (4.7)
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∆Pi↔i+1(t) is the differential power that the ith submodule delivers from the ith do-

main to the (i+ 1)th domain (∆Pi↔i+1(t) = 0, if i = 0 or N). Reorganizing (4.7),

∆Pi↔i+1(t) =
i∑

k=1

(P (t)− Pk(t)) =
i∑

k=1

∆Pk(t)

= i× P (t)−
i∑

k=1

Pk(t).

(4.8)

In a ladder DPP converter, there is no direct power path between non-neighboring

voltage domains. Differential power must go through multiple submodules to manage

non-neighboring domains, potentially resulting in differential power accumulation. As

indicated in (4.8), the ith submodule needs to process the accumulated mismatched

power of first i voltage domains, i.e.,
∑i

k=1∆Pk(t). This will cause additional power

to be processed in a ladder DPP system compared to a fully-coupled DPP system. It

also leads to varied power ratings among submodules in a ladder DPP converter.

4.3.3 Stochastic Loss Model and Scaling Factor

In Fig. 4.5a, parameters N , M , and σ2
0 impact the differential power processed by

DPP converters. Here, we develop a stochastic model with i.i.d. loads to quantify

the impact. Scale-dependent loss (i.e., loss that scales with system size or load power

variance) is derived based on processed differential power. Losses that are expected

to be approximately scale independent, such as control power and losses linked to

switching frequency, are not included in the model but are explored during experi-

ments to test scaling validity. The expected value of scale-dependent power loss is

used to describe the average loss of a DPP system. For comparison, a stochastic loss

model is derived for a conventional N :1 DAB converter delivering the same total load

power
∑N

i=1 Pi(t), and this is used as a reference case. Detailed derivations of the

expected scale-dependent power loss are provided in Appendix B.1.1.
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Figure 4.7: Equivalent circuit model for loss analysis of: (a) conventional N :1 dc-dc
converter based on a DAB; (b) fully-coupled DPP; (c) ladder DPP.

Fig. 4.7 shows equivalent circuit models of the reference converter and of the two

typical DPP architectures. Conduction loss dominates scale-dependent losses, and is

captured by an effective output resistance, Rout, for each module or circuit. Switching

loss, core loss, control power, and other nonideal effects can be added, typically as

polynominal functions of the processed power, to enhance accuracy, but the modeling

procedure for any of these follows from that presented below.

1. Conventional reference N :1 DAB: A stochastic loss model for a conven-

tional N :1 DAB converter outputting V0 is derived here as a comparative reference

or baseline. This converter can be modeled as an N :1 transformer with an output

resistance Rout [17], as shown in Fig. 4.7a. All loads are connected in parallel at the
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output. The loss in this converter when processing full power is

E[Ploss(t)] = E[RoutI
2
out(t)] =

Rout

V 2
0

E



(

N∑

i=1

Pi(t)

)2



=

(
MNσ2

0 +M2N2µ2
0

)
× Rout

V 2
0

⇒ S(M2N2µ2
0)︸ ︷︷ ︸

scaling factor

.

(4.9)

We use symbol S(•) to represent a performance scaling factor that describes how

power loss changes with system size or load power variance. As indicated by (4.9),

loss in the reference converter depends on average load power as well as on load

variance, and scales quadratically with the total average load power MNµ0 unless

the variance σ2
0 is extremely high.

2. Fully-Coupled DPP Converter: As illustrated in Fig. 4.7b, a fully-coupled

DPP topology can be modeled as an N -port network coupled with an N -winding

transformer of uniform turns ratios. Each port has an effective output resistance

Rout, matched for this analysis. The ith port processes ∆Pi(t), so the instantaneous

loss and expected loss at the ith port are

Ploss.i(t) = ∆Ii(t)
2Rout = Rout

(
∆Pi(t)

V0

)2

= Rout

(
P (t)− Pi(t)

V0

)2

, (4.10)

E[Ploss.i(t)] =
Rout

V 2
0

× M(N − 1)

N
σ2
0. (4.11)

Here, ∆Ii(t) is the current flowing through Rout at each port and is also the mismatch

between the average current and domain load current: ∆Ii(t) = I(t) − Ii(t). Notice

that E[Ploss.i(t)] is proportional to σ2
0 because Ploss.i(t) depends on ∆I2i (t). Each port

has the same expected loss, and the total is

E[Ploss(t)] =
N∑

i=1

E[Ploss.i(t)] = M(N − 1)σ2
0 ×

Rout

V 2
0

⇒ S(MNσ2
0)︸ ︷︷ ︸

scaling factor

. (4.12)
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The loss scaling in (4.12) is linear in N , M , and σ2
0 but independent of the average

load power µ0.

3. Ladder DPP Converter: In a ladder DPP topology, each submodule can be

modeled as a 1:1 transformer with output resistance Rout, as illustrated in Fig. 4.7c.

The ith submodule is processing ∆Pi↔i+1(t), so the instantaneous and expected loss

of the ith submodule are

Ploss.i(t) = ∆Ii↔i+1(t)
2Rout = Rout

(
∆Pi↔i+1(t)

V0

)2

= Rout

(
i× P (t)−∑i

k=1 Pk(t)

V0

)2

,

(4.13)

E[Ploss.i(t)] =
Rout

V 2
0

× M(N − i)i

N
σ2
0. (4.14)

Here, ∆Ii↔i+1(t) is the effective current that flows through Rout at each submodule

and is equal to the accumulated mismatched current of the top i voltage domains:

∆Ii↔i+1(t) =
∑i

k=1∆Pk(t)/V0 =
∑i

k=1∆Ik(t). Expected loss varies among submod-

ules, and the total expected loss is

E[Ploss(t)] =
N−1∑

i=1

E[Ploss.i(t)] =
M(N − 1)(N + 1)

6
σ2
0 ×

Rout

V 2
0

⇒ S(MN2σ2
0)︸ ︷︷ ︸

scaling factor

. (4.15)

The loss scales linearly with M and σ2
0, and quadratically with N . Compared to a

fully-coupled DPP converter, a ladder DPP converter has a higher order of scaling

factor with N since differential power accumulates along the series stack. Notice that

the total loss is still independent of the average load power µ0.

Table 4.1 summarizes the expected power loss and scaling factors of the three

architectures. For DPP solutions, the expected loss scales linearly with variance σ2
0

but is independent of average load power µ0. This is consistent with the fundamental

benefit: loss in a DPP system is determined by power differences, expected to be only

a fraction of total load power. If the individual load powers match, a DPP system

has no conduction loss.
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Table 4.1: Stochastic Power Loss Model Comparison (M ≥ 1, N ≥ 2)Table 3: Stochastic Power Loss Models of N :1 DAB Converter and Two General DPP Architectures (M ≥ 1, N ≥ 2)

Expected Power Loss of the
ith DPP Port/Submodule

Expected Total Power Loss Scaling Factor

N :1 DAB Converter N/A (MNσ2
0 +M2N2µ2

0)×
Rout

V 2
0

S(M2N2µ2
0)

Fully-Coupled DPP
M(N − 1)

N
σ2
0 ×

Rout

V 2
0

M(N − 1)σ2
0 ×

Rout

V 2
0

S(MNσ2
0)

Ladder DPP
M(N − i)i

N
σ2
0 ×

Rout

V 2
0

M(N − 1)(N + 1)

6
σ2
0×

Rout

V 2
0

S(MN2σ2
0)
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Figure 4.8: Expected power loss of the ith port or submodule in a fully-coupled DPP
converter and a ladder DPP converter with N series voltage domains.

Fig. 4.8 plots the expected loss distribution in a fully-coupled DPP converter

and a ladder DPP converter. In a fully-coupled DPP, the expected loss is uniformly

distributed among different ports, whereas in a ladder DPP, submodules closer to

center of the series stack tend to process more power and generate more loss.

4.3.4 Performance Scaling of Various DPP Topologies

This subsection explores DPP performance scaling trends as the system size or power

variance scales up. Expected power loss of specific DPP topologies are calculated and

compared with the reference DAB converter. Since the switch count and magnetic

component count of a DPP topology track the number of voltage domains N , a

reasonable comparison needs to be based on the same total semiconductor switch
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Total Window Area ∝ ∑Gmn
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Figure 4.9: Magnetic core window area distribution and winding conductance. Total
core window area is proportional to

∑
Gmn

2. Aw represents the distributed area for
each winding, n is the effective number of turns in each winding, ρ is the winding
resistivity, and MLT is the mean length per turn, set to be identical for all windings.

size and magnetic component volume. Here, several example DPP topologies are

explored this way. Their output resistance Rout is analyzed and compared with that

of the reference converter under the following constraints:

1. Identical Total Semiconductor Die Area: For switches, semiconductor die area

scales linearly with the GswV
k
sw product [6,93]. Gsw is switch conductance; Vsw is

switch blocking voltage; and coefficient k, typically 2, depends on material and

process. The total semiconductor die area is represented as the sum
∑

GswV
2
sw

for all switches, constrained to be identical for topologies compared here and

normalized to GSWV 2
0 .

2. Identical Total Volume of Magnetic Components: In this section, total volume of

magnetic components is evaluated using core window area, which in turn tracks

core cross sectional area. As illustrated in Fig. 4.9, the window area of each

winding is proportional to Gmn
2 (each winding is assigned the same fill factor).

Gm is the winding conductance and n is the number of series turns. Here, n is

determined by flux limits on volts per turn. Volts per turn values are scaled to

V0. The total window area is the sum
∑

Gmn
2 over all windings, constrained to
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be identical for topologies compared here and normalized to GM . Notice that

SC DPP topologies compared in this section do not require magnetics.

To model the output resistance Rout in Fig. 4.7, Rds(on) of each switch and winding

dc resistance are lumped together and constrained as above.

Figs. 4.10 and 4.11 exhibit several typical circuit implementations of fully-coupled

DPP architectures and ladder DPP architectures, respectively. An energy buffering

capacitor can be added in parallel to each voltage domain for stable voltage. Ta-

ble 4.2 compares these topologies to the reference converter, in terms of normalized

quantities. In Table 4.2, the root-mean-square (RMS) current in each component is

calculated based on the output current (Iout) or the effective differential current (∆Ii

or ∆Ii↔i+1) as defined in Fig. 4.7. For the reference DAB converter, the semiconduc-

tor die area GSWV 2
0 and winding window area GM are equally distributed between

the primary and secondary sides; for DPP converters, they are equally distributed

among DPP ports or submodules.

To model Rout of magnetic-based topologies (reference converter, Figs. 4.10a-

4.10b, and Figs. 4.11a-4.11b), the component RMS current is calculated with the

following approximations: (1) trapezoidal current waveforms in topologies with ac-
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(a)
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Figure 4.10: Fully-coupled DPP topologies: (a) ac fully-coupled DPP [22, 130]; (b)
dc fully-coupled DPP [129,139]; (c) Dickson-SC DPP [123].
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Figure 4.11: Ladder DPP topologies: (a) ladder DPP with buck-boost cells [121,135,
137,158]; (b) ladder DPP with DAB cells; (c) ladder-SC DPP [18,123,124,134,140].

tive bridges (reference converter, Figs. 4.10a-4.10b, and Fig. 4.11b) are treated as

square waves; (2) the inductor current in the DPP topology with buck-boost cells

(Fig. 4.11a) has low ripple. Based on switch Rds(on), winding dc resistance, and

RMS current, effective output resistance Rout of the magnetic-based topologies can

be obtained.

Fig. 4.10a shows an ac fully-coupled DPP (i.e., MAC-DPP) converter with full

bridge coupling to a multiwinding transformer. This converter comprises 4N switches,

each blocking V0, and N windings. Volts-per-turn values are scaled to V0, so each

winding contains one turn per unit. The resistances of each switch and each winding

are 4N
GSW

and N
GM

. The RMS currents in each switch and transformer winding at the

ith port are
√
2
2
∆Ii and ∆Ii, respectively, so the conduction loss at the ith port is

Ploss.i =

(√
2

2
∆Ii

)2
4N

GSW

× 4 + ∆I2i
N

GM

= ∆I2i Rout. (4.16)

This indicates that the output resistance of each port is 8N
GSW

+ N
GM

. Results for Rout

of other magnetic-based DPP topologies and the reference converter can be modeled

similarly and are summarized in Table 4.2.
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Table 4.2: Comparison between the DAB Converter and DPP Topologies (N ≥ 2)

2

E[Ploss(t)] =
Rout
V 2

0

(
N∑

k=1

Var[Pk(t)]−
Var

[∑N
k=1 Pk(t)

]

N

)
(20)

Topologies
Semiconductor Switches Transformer/Inductor Windings

Output Resistance RoutSwitch
Count

Voltage
Rating Rds(on)

RMSa

Current
Winding

Count Turnsb Winding
Resistance

RMSc

Current

Fully-Coupled DPP

Ac-Coupled 4N V0
4N

GSW

√
2

2
∆Ii N 1

N

GM

∆Ii
8N

GSW

+
N

GM

Dc-Coupled 8N V0
8N

GSW

√
2

2
∆Ii 2N 1

2N

GM

∆Ii
32N

GSW

+
4N

GM

SC-based (FSL) 2N V0
2N

GSW

√
2∆Ii N/A N/A N/A N/A

8N

GSW

Ladder DPP

Buck-Boost-cell 2N − 2 2V0
8N − 8

GSW

√
2∆Ii↔i+1 N − 1 2

4N − 4

GM

2∆Ii↔i+1
32N − 32

GSW

+
4N − 4

GM

DAB-cell 8N − 8 V0
8N − 8

GSW

√
2

2
∆Ii↔i+1 2N − 2 1

2N − 2

GM

∆Ii↔i+1
32N − 32

GSW

+
4N − 4

GM

N :1 Converter DAB

Primaryd 4 NV0
8N2

GSW

√
2

2N
Iout 1 N

2N2

GM

Iout

N 32

GSW

+
4

GM

Secondarye 4 V0
8

GSW

√
2

2
Iout 1 1

2

GM

Iout

Topologies
Semiconductor Switches Transformer/Inductor Windings

Output Resistance RoutSwitch
Count

Voltage
Rating Rds(on)

RMSa

Current
Winding

Count Turnsb Winding
Resistance

RMSc

Current

N :1 Converter

(Conventional Reference)
DAB

Primaryd 4 NV0
8N2

GSW

√
2

2N
Iout 1 N

2N2

GM

Iout

N 32

GSW

+
4

GM

Secondarye 4 V0
8

GSW

√
2

2
Iout 1 1

2

GM

Iout

Fully-Coupled DPP

Ac-Coupled 4N V0
4N

GSW

√
2

2
∆Ii N 1

N

GM

∆Ii
8N

GSW

+
N

GM

Dc-Coupled 8N V0
8N

GSW

√
2

2
∆Ii 2N 1

2N

GM

∆Ii
32N

GSW

+
4N

GM

SC-based (FSL) 2N V0
2N

GSW

√
2∆Ii N/A N/A N/A N/A

8N

GSW

Ladder DPP

Buck-Boost-cell 2N − 2 2V0
8N − 8

GSW

√
2∆Ii↔i+1 N − 1 2

4N − 4

GM

2∆Ii↔i+1
32N − 32

GSW

+
4N − 4

GM

DAB-cell 8N − 8 V0
8N − 8

GSW

√
2

2
∆Ii↔i+1 2N − 2 1

2N − 2

GM

∆Ii↔i+1
32N − 32

GSW

+
4N − 4

GM

a,c These two columns list RMS current in each component. For the reference converter, they
list the RMS current in each component on the primary side or the secondary side; for DPP
topologies, they list the RMS current in the ith port or submodule.

b This column lists the number of turns per winding, normalized to a volts-per-turn value of V0.
d,e These two rows show primary side and secondary side information of the reference converter.
Semiconductor die area GSWV 2

0 and winding window area GM are allocated equally across the
primary and secondary sides.

To model Rout of switched-capacitor (SC) DPP topologies (Figs. 4.10c and 4.11c),

power loss should be analyzed at both the slow switching limit (SSL) and fast switch-

ing limit (FSL) [93]. Fig. 4.10c shows a Dickson-SC DPP converter in which all

voltage domains are coupled through capacitors. Since charge can be transferred

through the capacitors between any two voltage domains within one switching cycle,

there is a direct power flow path between arbitrary voltage domains, and the circuit

functions like a fully-coupled DPP topology. Fig. 4.11c shows a ladder-SC DPP in

which neighboring voltage domains are linked by one capacitor. Charge can be trans-

ferred only between two neighboring voltage domains in each switching cycle, so this

functions like a ladder-DPP topology. Detailed loss mechanism for the two SC DPP

topologies in SSL and FSL are discussed in Appendix B.2. Here, we briefly introduce

their loss modeling for a unified comparison.

At the SSL, power loss of an SC converter is dominated by capacitor charge sharing

loss. Table 4.3 summarizes charge transfer of each capacitor and Rout at the SSL for a

Dickson-SC DPP and ladder-SC DPP. Denote the capacitance as C and the switching
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Table 4.3: Rout Modeling of SC DPP Topologies at SSL (N ≥ 2)

Topologies
Capacitor
Count

Chargea

Transfer
Output Resistance

Rout (@ SSL)

Dickson-SC DPP N
∆Ii
fsw

1

Cfsw
(Fig. 4.7b)

Ladder-SC DPP N − 1
∆Ii↔i+1

fsw

1

Cfsw
(Fig. 4.7c)

a This column lists the charge transfer per half switching cycle of the ith

capacitor (from top to bottom) in an SC DPP.

frequency as fsw. The energy buffering capacitor at each voltage domain should be

large, with a stable voltage, so its charge sharing loss is neglected. In the Dickson-SC

DPP, charge transfer of the ith capacitor is ∆Ii/fsw per half switching cycle, so the

charge sharing loss at the ith port is

Ploss.i =
∆Q2

i

C
fsw =

(∆Ii/fsw)
2

C
fsw = ∆I2i Rout. (4.17)

Accordingly, Rout of the Dickson-SC DPP as defined in Fig. 4.7b is 1
Cfsw

. In the

ladder-SC DPP, charge transfer of the ith capacitor that links the ith and (i + 1)th

voltage domains is
∑i

k=1∆Ik/fsw = ∆Ii↔i+1/fsw per half switching cycle. Similarly,

Rout of the ladder-SC DPP as defined in Fig. 4.7c is also 1
Cfsw

. Although ladder-SC

topologies have the same Rout, they generate higher loss due to differential power

accumulation, especially if the voltage domain is close to the center or if N is large.

At the FSL, capacitor charge sharing loss of an SC DPP is negligible. Conduction

loss dominates. All capacitors act as fixed voltage sources. In this case, both the

Dickson-SC DPP and the ladder-SC DPP function like fully-coupled DPP and are

equivalent. Each switch at the ith domain conducts 2∆Ii for half a switching cycle, and

corresponded Rout values are listed in Table 4.2. For a unified comparison, internal

capacitor power loss is not included here, and SC DPP topologies are compared with

the reference converter as fully-coupled circuits based on conduction loss at the FSL.
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As listed in Table 4.2, Rout of a dc fully-coupled DPP is four times of that in an

ac fully-coupled DPP (i.e., MAC-DPP) due to doubling of switch and winding counts

and doubling of “dc-ac-dc” differential power conversion stages [22]. At the FSL,

the two SC DPP topologies have the same conduction loss as that of a MAC-DPP

without considering winding loss. Although an SC topology has no winding loss, the

capacitor charge sharing loss is non-negligible if the capacitors are not large enough

or if the switching frequency is not high enough. Table 4.2 also indicates that with

a fixed total switch die area and a fixed total magnetic volume, output resistance

of DPP topologies increases linearly with the number of voltage domains due to the

linear growth of component count, whereas Rout of the reference converter is fixed.

In DPP systems, the processed differential power increases as load power variance

increases, and advantages in terms of output resistance diminish when N scales up,

as shown in Table 4.2. To evaluate trends, a comparative expected loss ratio β =

E[Ploss,DPP ]

E[Ploss,ref ]
can be used as a performance figure of merit. The coefficient of variance

CV = σ0

µ0
is used to represent the normalized variance of Pij(t). Values of β for a

variety of topologies have been calculated based on the analysis. Lower values are

better, and DPP advantages disappear if β > 1. The calculated β values and their

asymptotic limits as M , N , and CV scale-up are plotted in Figs. 4.12 - 4.14.

Calculated results have been compared to Monte Carlo simulations in SPICE, in

which a random sequence is generated for each load power. In simulations, the domain

voltage V0 is 5 V, and the domain power is mostly below 10 W. For a given M , N ,

and CV , each simulation was run 10,000 times to obtain an average power loss. For

each case, simulated β was obtained as the ratio of the simulated average DPP loss to

the calculated loss of the reference converter delivering the same total power. Switch

Rds(on) and winding resistance in each topology are set based on Table 4.2. Since

the Dickson-SC DPP and the ladder-SC DPP are equivalent with fast switching, the
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Figure 4.12: Calculated and simulated loss ratio β as a function of N in: (a) fully-
coupled DPP converters; (b) ladder DPP converters.
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Figure 4.13: Calculated and simulated loss ratio β as a function of the number of the
parallel loads M in (a) fully-coupled and (b) ladder DPP converters.

simulation uses a ladder-SC DPP at the FSL. When comparing SC DPP circuits to

the reference converter, winding conduction loss has been excluded.

Figs. 4.12 - 4.14 compare calculated and simulated β values for various DPP

topologies as functions of load array dimensions N and M , and coefficient of variance

CV . Considering the scaling of Rout, when N increases, the expected loss of fully-

coupled DPP topologies increases as N2, the same growth rate as for the reference

converter. The expected power loss of ladder DPP topologies grows as N3. Therefore,
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Figure 4.14: Calculated and simulated loss ratio β as a function of coefficient of
variance CV in (a) fully-coupled and (b) ladder DPP converters.

as N scales up, β of fully-coupled DPP topologies converges to an upper limit, but β

of ladder DPP topologies keeps increasing, as shown in Fig. 4.12. The figure suggests

that ladder DPP circuits lose their advantages for N ≥ 25, given M = 4 and CV = 1.

When the number of parallel load units M increases, the expected loss in both

fully-coupled DPP and ladder DPP circuits increases as M , while the expected loss

in the reference converter tracks M2. Thus, the loss ratio β decreases for both fully-

coupled DPP and ladder DPP circuits with increasing M , as shown in Fig. 4.13. As

M increases, power consumption of each voltage domain becomes relatively more bal-

anced since multiple random loads with the same probability distribution in parallel

will narrow the domain population variance. The asymptotic limits are β → C2
V

4M
for

an ac-coupled or an SC DPP (FSL), β → C2
V

M
for a dc-coupled DPP, and β → NC2

V

6M

for a ladder DPP with DAB or buck-boost cells.

Fig. 4.14 shows log-log plots of β for various DPP topologies as a function of

CV . As CV increases, power variation among voltage domains increases, so the DPP

converters need to process more power. Thus, β increases with CV for all DPP

topologies, but it converges to an upper limit. This is because the power loss of the

reference converter, as in (4.9), is ultimately dominated by MNσ2
0 when CV (i.e.,
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σ0

µ0
) increases, the same rate of increase with CV as for DPP topologies. Asymptotic

upper limits of β for ac-coupled or SC DPP (FSL), dc-coupled DPP, and ladder DPP

with DAB or buck-boost cells are N−1
4

, N − 1, and (N+1)(N−1)2

6N
, respectively.

In Figs. 4.12 - 4.14, calculated ratios match simulated ones well, validating the

stochastic model. Mismatches are caused by active bridge trapezoidal current wave-

forms (Figs. 4.10a-4.10b, Fig. 4.11b), inductor current ripple in buck-boost cells

(Fig. 4.11a), and capacitor charge sharing loss in SC converters (Fig. 4.10c, Fig. 4.11c).

For larger M or smaller CV , the average differential power processed by each buck-

boost cell is reduced. In this case, inductor ripple current becomes comparable to

average current, yielding increased mismatch between calculated and simulated re-

sults for ladder DPP with buck-boost cells, as shown in Figs. 4.13b and 4.14b.

Figs. 4.12 - 4.14, together with Tables 4.1 - 4.3, provide useful design insights for

DPP architectures. For example, the asymptotic upper limit of β in an ac-coupled

DPP topology is
C2

V

4M
as N increases. When M = 4, N ≥ 2, and CV = 1, the loss ratio

of an ac-coupled DPP converter is below 0.0625, indicating at least 16x loss reduction

compared to the reference converter. A dc-coupled DPP converter can offer at least

4x reduction under the same conditions. If M > C2
V , then β of fully-coupled DPP

converters will be always less than 1, indicating that a fully-coupled DPP solution

will be more efficient than the reference converter for arbitrary N . For a ladder DPP

converter, β will be larger than 1 if N exceeds 6M
C2

V
, indicating that a ladder DPP

converter will lose advantages if N is large. It should be pointed out, however, that

ladder DPP circuits are attractive if load variance is limited. A CV value of 0.1,

for instance, supports a large value of N before β exceeds unity. Figs. 4.12 - 4.14

and Tables 4.1 and 4.2 reveal that the proposed MAC-DPP solution stands out from

others explored here, although SC solutions are equally good if the FSL applies.
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Figure 4.15: Two types of load correlation in an N × M DPP system: (1) vertical
correlation across different voltage domains is denoted in green; (2) horizontal corre-
lation between loads within one voltage domain is denoted in blue.

4.3.5 Impacts of Load Correlation

Load (or source) power correlation is common in DPP applications, such as when

managing partial shading in a solar panel array, thermal hot spots in a series battery

pack, or task distribution algorithms for a hard-disk storage cluster. In this subsec-

tion, the i.i.d. condition is relaxed to generalize the stochastic loss analysis. Each

load power Pij(t) is given the same distribution but the values are not independent.

Detailed derivations are provided in Appendix B.1.2.

As shown in Fig. 4.15, load correlation can happen between loads across different

voltage domains (vertical correlation) or between loads within one voltage domain

(horizontal correlation). These can be described using correlation matrices as in

Fig. 4.16. Fig. 4.16a is the vertical correlation matrix ρV , in which each entry ρV (i, j)

represents the correlation coefficient between the ith domain power Pi(t) and jth

domain power Pj(t). Fig. 4.16b shows the horizontal correlation matrix ρHk of the

kth voltage domain, in which ρHk(i, j) is the correlation coefficient of the ith load

power Pki(t) and jth load power Pkj(t) within the kth domain. These are Pearson’s
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(a) (b)

Figure 4.16: (a) Vertical correlation matrix ρV : ρV (i, j) is the correlation coefficient
between the ith and jth domain power, Pi(t) and Pj(t); (b) Horizontal correlation
matrix ρHk: ρHk(i, j) is the correlation coefficient between the ith and jth load power
in the kth domain, Pki(t) and Pkj(t).

correlation coefficients [165]: ρX,Y = Cov[X,Y ]/
√

Var[X]Var[Y ] ∈ [−1, 1]. The expected

power loss of a fully-coupled DPP converter when considering load correlation is

E[Ploss(t)] =
Rout

NV 2
0

(
(N − 1)

N∑

k=1

Var[Pk(t)]

︸ ︷︷ ︸
1

− 2
∑

1≤i<j≤N

Cov[Pi(t), Pj(t)]

︸ ︷︷ ︸
2

)
. (4.18)

In part 1 of (4.18), the variance of each domain power, Var[Pk(t)], can be expanded

Var[Pk(t)] =
M∑

i=1

Var[Pki(t)] + 2
∑

1≤i<j≤M

Cov[Pki(t), Pkj(t)]

=

(
M + 2

∑

1≤i<j≤M

ρHk(i, j)

)
Var[Pij(t)]︸ ︷︷ ︸

=σ2
0

.

(4.19)
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In part 2 , the covariance between arbitrary two domain powers, Cov[Pi(t), Pj(t)],

can be expressed as

Cov[Pi(t), Pj(t)] = ρV (i, j)
√
Var[Pi(t)]Var[Pj(t)]. (4.20)

Eqs. (4.18) - (4.20) indicate that positive vertical correlation ρV (i, j) > 0 reduces

the total expected power loss, whereas positive horizontal correlation ρHk(i, j) > 0

increases the total expected power loss.

The worst-case horizontal load correlation is to have ρHk(i, j) = 1 for two arbitrary

loads within the kth voltage domain, i.e., two arbitrary loads are linearly related and

change exactly in the same direction. In this case, the kth domain power variance

reaches a maximum of Var[Pk(t)] = M2σ2
0, and that domain can be treated as a single

load. The worst-case vertical correlation can be analyzed by reorganizing (4.18) as

E[Ploss(t)] =
Rout

V 2
0

(
N∑

k=1

Var[Pk(t)]−
Var

[∑N
k=1 Pk(t)

]

N

)
. (4.21)

The worst-case vertical correlation is when Var
[∑N

k=1 Pk(t)
]
= 0, i.e., the total power

across all voltage domains is constant.

With both worst-case horizontal and vertical correlation, an N × M DPP sys-

tem becomes equivalent to a system in which each voltage domain contains a single

load with mean power Mµ0 and power variance M2σ2
0, and the system load power

∑N
k=1 Pk(t) is constant, as depicted in Fig. 4.17. In this case, the expected loss of a

fully-coupled DPP converter is

E[Ploss(t)] = M2Nσ2
0 ×

Rout

V 2
0

⇒ S(M2Nσ2
0)︸ ︷︷ ︸

scaling factor

. (4.22)
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DC BusDC Bus

Figure 4.17: Power loss of a fully-coupled DPP converter reaches its maximum with
worst case load correlation, where ρHk(i, j) = 1 for all loads within a voltage domain,

and Var
[∑N

k=1 Pk(t)
]
= 0.

Worst-case horizontal correlation results in the expected loss scaling quadratically

with M . Worst-case vertical correlation increases the domain scaling rate from N −1

to N . Based on (4.22), comparing an ac-coupled DPP to the reference converter

under worst-case load correlation, the upper limit of β is
C2

V

4
. In practice, CV is

usually less than one, and a MAC-DPP converter can reduce the expected loss by

at least a factor of four even with arbitrary load correlation. When CV is lower, the

benefits are substantial.

4.4 Modeling and Control of Multi-Input-Multi-Output

(MIMO) Power Flow

Transferring differential power among multiple ports, the MAC-DPP converter func-

tions as a multi-input-multi-output (MIMO) system. This section discusses how to

model and precisely control the MIMO power flow.
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Figure 4.18: (a) The MAC-DPP converter functions as a multi-input-multi-output
(MIMO) system. (b) Equivalent lumped circuit model to analyze the MIMO power
flow. The N -port passive network is represented by a delta network, and each dc-ac
unit is modeled as a square-wave voltage source.

4.4.1 Modeling of MIMO Power Flow

In a MAC-DPP converter, all ports are bidirectional and are closely coupled with the

multi-winding transformer. The multi-winding transformer together with the series

inductors is indeed an N-port passive network, whose port voltages and currents are

connected by an N×N impedance matrix:

Z = jw




L11 + Ls1 M12 . . . M1n

M21 L22 + Ls2 . . . M2n

...
...

. . .
...

Mn1 Mn2 . . . Lnn + Lsn



. (4.23)

Lii is the self-inductance of the i
th winding, Mij,(i ̸=j) is the mutual inductance between

windings, and ω = 2πfs is the angular frequency of the system. Lsi is the series

inductance of each winding, which can be either implemented as discrete inductors or

the transformer leakage inductance. To analyze the MIMO power flow, the N -port

passive network (multi-winding transformer with series inductor) is converted into a

delta network as depicted in Fig. 4.18b. Here, the dc-ac units are implemented as half-

bridge or full-bridge circuits, which can be modeled as square-wave voltage sources

with normalized voltage amplitudes Vi

Ni
. Each branch inductor , Lij,(i ̸=j), which links
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Figure 4.19: (a) Example waveforms of normalized port voltages ( V1

N1
∼ V3

N3
) and

branch inductor current (I13) with phase-shift modulation. (b) Average power flow
between the ith and the jth ports as a function of phase shift ϕij.

the ith and the jth port can be directly obtained from the admittance matrix of the

passive network [166]:

Y = Z−1 =
1

jw




y11 . . . y1n
...

. . .
...

yn1 . . . ynn



, Lij = − 1

N1N2yij
. (4.24)

As shown in Fig. 4.19a, the MIMO power flow can be modulated by adjusting

the phase-shift at each port. Other power flow modulation methods, such as time-

sharing modulation [167], are also applicable. When adjusting the phase-shifts, the

power flow delivered through each branch inductor (Lij) can be calculated in the

same way as that in a dual active bridge (DAB) converter [163], and the power flow

carried by each grounded inductor (Lgi) is reactive power which has no impact on

the average power of each port. Thus, the total average power feeds into the passive

network from the ith port is:

Pi =
∑

j ̸=i

Pij =
n∑

j=1

ViVj

2πfsNiNjLij

ϕij

(
1− |ϕij|

π

)
. (4.25)
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Figure 4.19b plots the average power flow ϕij between the ith and the jth ports as a

function of phase shift ϕij. Since ϕij ∝ 1/Lij, a larger branch inductance will reduce

the maximum output power, but it might be beneficial for control resolution of digital

controllers because a higher phase shift value is required for the same power.

Open-loop phase-shift modulation is capable of controlling the multiway differ-

ential power flow in steady-state, but the system may run into oscillation without

feedback control. According to (4.25), the input average power of one port, Pi (i.e.,

input differential power in the MAC-DPP system) is related with the phase shifts of

all the ports {ϕ1, ϕ2, ..., ϕn}. The closely-coupled power flow brings challenges to

the port voltage regulation, especially in the case where a large number of loads are

stacked in series.

4.4.2 Small Signal Model for Very Large-Scale MAC-DPP

Systems

Designing a stable and fast control scheme requires accurate modeling of converter

dynamics. This subsection provides a compact and scalable small signal model for

very-large-scale MAC-DPP systems. The small signal model is first derived for an

ideal lossless MAC-DPP converter with arbitrary number of ports, and then extended

to capture the impacts of power losses. Fig. 4.20a shows the general architecture of an

n-port MAC-DPP system. According to Section 4.4.1, the small signal modeling of a

MAC-DPP converter can follow that of a DAB converter, where the output average

current is (ignoring power loss):

Iout =
Pout

Vout

=
Vin

2πfsLeq

Φ

(
1− |Φ|

π

)
, (4.26)

In this subsection, all the winding turns is assumed to be unity without loss of gen-

erality. Leq is the inductance linking the two ports, Φ is the phase difference between
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Figure 4.20: (a) Block diagram of a MAC-DPP architecture with a large number of
ac-coupled voltage domains connected in series; Small signal model of (b) a DAB
converter and (c) a MAC converter.

the two ports, and fs is the switching frequency. The small signal output current is:

îout = Gvv̂in +Gϕϕ̂, (4.27)





Gv =
Φ

2πfsLeq

(
1− |Φ|

π

)

Gϕ =
Vin

2πfsLeq

(
1− 2|Φ|

π

) (4.28)

As illustrated in Fig. 4.20b, the small signal model of a DAB converter contains two

current sources (Gvv̂in and Gϕϕ̂) depending on v̂in and ϕ̂. Note that îout is not a

function of v̂out in an ideal lossless DAB.
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Similarly, for a lossless MAC converter, the average output current of port #i can

be derived based on the average power flow in (4.25):

Ii =
n∑

j=1

Vj

2πfsLij

Φij

( |Φij|
π

− 1

)
, (4.29)

where Lij is the equivalent inductance linking port #i and port #j, and Φij is the

phase difference between port #i and port #j. Based on (4.29), the small-signal

current at one port is a function of the voltage perturbation of all ports {v̂1, v̂2, ...,

v̂n}, and phase perturbation of all ports {ϕ̂1, ϕ̂2, ..., ϕ̂n}:

îi =
n∑

j=i

Gv(i, j)v̂j +
n∑

j=1

Gϕ(i, j)ϕ̂j. (4.30)

Here, Gv(i, j) and Gϕ(i, j) are functions of the large-signal voltage {V1, V2, ..., Vn},

and the large-signal phase Φij:

Gv(i, j) =
Φij

2πfsLij

( |Φij|
π

− 1

)
(4.31)

Gϕ(i, j) =





Vj

2πfsLij

(
1− 2|Φij|

π

)
j ̸= i,

∑

k ̸=i

Vk

2πfsLik

(
2|Φik|
π

− 1

)
j = i.

(4.32)

As shown in Fig. 4.20c, the small signal output current at each port in MAC can be

represented as two current sources determined by the voltage perturbation and the

phase perturbation of all ports. The small signal current îi of port #i is not a function

of the voltage perturbation of the same port v̂i, because Gv(i, i) is zero. The output

ports of a MAC-DPP architecture are connected to a series stacked R-C network.

The series-stacked load structure adds another constraint on the small signal output

voltages {v̂1, v̂2, ..., v̂n} and output currents {̂i1, î2, ..., în}, which can be described
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by an impedance matrix:




v̂1

v̂2
...

v̂n



=




Z1||
∑

k ̸=1 Zk − Z1Z2∑n
k=1 Zk

. . . − Z1Zn∑n
k=1 Zk

− Z2Z1∑n
k=1 Zk

Z2||
∑

k ̸=2 Zk . . . − Z2Zn∑n
k=1 Zk

...
...

. . .
...

− ZnZ1∑n
k=1 Zk

− ZnZ2∑n
k=1 Zk

. . . Zn||
∑

k ̸=n Zk







î1

î2
...

în




(4.33)

where Zi is the lumped load impedance at port i:

Zi = RLi||
1

sCi

=
RLi

sRLiCi + 1
. (4.34)

Eq. (4.30) and Eq. (4.33) can be reorganized as:





î = Gv × v̂ +Gϕ × ϕ̂,

v̂ = Gz × î.

(4.35)

Based on Eq (4.35), the transfer function matrix from the phase perturbation (ϕ̂) to

the port voltage perturbation (v̂) in a lossless MAC-DPP architecture is:

v̂ = (I −GZGv)
−1GZGϕ × ϕ̂ = GS × ϕ̂. (4.36)

This n × n transfer function matrix GS can be used to analyze the stability of the

MAC-DPP system and assist in the controller design.

Power loss in a MAC-DPP converter can change the power flow and reduce the

dc gain of the system transfer function. To capture the influence of loss, an improved

small signal model was developed. Fig. 4.21a shows an equivalent circuit of a DAB

with the power conversion loss modeled as a few resistors R1, R2, and Rm. R1 and

R2 capture the resistance of the inductors, switches, and the transformer windings,
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(a)

(b) (c)

Figure 4.21: (a) Equivalent lumped circuit model to analyze the transfer function of
a DAB converter. (b) Inductor current variation ∆IL due to ∆Vout. (c) Current and
voltage waveforms of DAB with power losses.

and Rm captures the core loss. Switching losses can be included in either R1, R2, or

Rm. With significant R1, R2, and Rm, Eq. (4.26) is no longer valid and needs to be

modified. As illustrated in Fig. 4.21c, the inductor current is no longer trapezoidal

but has a significant exponential component. The lower the quality factor of the

equivalent L-R circuit, the more different the inductor current was from the trape-

zoidal waveform. Gv(i, j) and Gϕ(i, j) need to be modified to capture the impact of

these resistors. One of the most distinct differences is in Gv(i, i). Previous analysis

indicates that the output current perturbation (̂ii) of an ideal MAC converter will

not be impacted by the voltage perturbation (v̂i) at the same port (i.e., Gv(i, i) = 0).

However, this observation is not valid if losses are considered.

As shown in Fig. 4.21b, assuming that there is a voltage perturbation (∆Vout)

on the output voltage, the change of the inductor current (∆IL) can be considered

as if there is only one square wave voltage source (∆Vout), based on superposition.

The change in the average output current (∆Iout) is the time average integral of
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(a)

(b) (c)

Figure 4.22: (a) Improved small signal model of DAB considering power losses. (b)
Equivalent circuit of MAC showing the ith port inductor current variation ∆ILi due
to ∆Vi. (c) Improved small signal model of MAC considering power losses.

∆IL in the positive half cycle of ∆Vout, which is not zero if the current waveform is

exponential. As a result, one additional current source, Gvoutv̂out, should be added to

the small signal model of Fig. 4.20b, which can be modeled as an output resistance

Rs = −1/Gvout (Fig. 4.22a) to capture this effect. Fig. 4.21b indicates that the

∆Iout is only determined by ∆Vout and is not related with the phase-shift operating

point (Φ12). If the impedances of Rm and Lm are much larger than R1, R2, L1, and

L2, the effective output resistance of a DAB converter can be derived analytically as:

Rs = − 1

Gvout

=
(R1 +R2)

1− 4τ
(
1− exp

(
− T

2τ

))

T
(
1 + exp

(
− T

2τ

))
, (4.37)

in which the time constant τ = (L1 + L2)/(R1 +R2).

In a MAC architecture, the output current perturbation caused by the voltage

perturbation at the same port can be interpreted as a square wave voltage source

(∆Vi) driving a linear L-R network, as shown in Fig. 4.22b. Also, the induced output

182



4. Granular Power Architecture with Series Coupled Magnetics

current change ∆Ii is only determined by the ∆Vi, and is not related with the phase-

shift {Φ1,Φ2, ...,Φn}. The corresponding current source Gv(i, i)v̂i can be interpreted

as an output resistance Rsi added at each port, as shown in Fig. 4.22c. For a MAC-

DPP architecture, Eq. (4.34) should be modified if losses are considered:

Zi = RLi||Rsi||
1

sCi

=
(RLi||Rsi)

s(RLi||Rsi)Ci + 1
. (4.38)

With the modified impedance matrix, the improved system transfer function can

be derived from Eq. (4.36). The output resistance of each port Rsi can be estimated

by circuit analysis, SPICE simulations, or experimental calibriation (by measuring

∆Ii/∆Vi while keeping all the phase-shifts and voltages of all other ports constant).

To validate the effectiveness of the proposed small signal model, a 10-port MAC-

DPP converter, which connects ten 5 V voltage domains in series, was simulated in

PLECS. The circuit parameters are listed in the Table 4.4. The dc-ac units of the 10-

port MAC-DPP converter is implemented as a half bridge circuit, so a coefficient of 1
2

needs to be added to the previous derived transfer functions. In this example analysis,

we investigate the transfer function matrix with the MAC-DPP converter delivering

power from nine ports (port #1 ∼ #9) to one port (port #10). The control to output

transfer function of port #10 (i.e., v̂10
ϕ̂10

) is simulated with and without considering

Table 4.4: Simulation Parameters

Parameter Value

Switching Frequency (fs) 100 kHz
External Inductance (L1 ∼ L10) 120 nH
Magnetic Inductance (Lm) 3.2 µH
Output Capacitance (C1 ∼ C10) 200 µF
Equivalent Path Resistance (R1 ∼ R10) 20 mΩ
Magnetic Resistance (Rm) 220 Ω

Load Resistance
RL1 ∼ RL9 10 Ω
RL10 3 Ω
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(a) (b)

Figure 4.23: (a) Comparison between calculated and simulated transfer function of
a 10-port MAC-DPP converter with and without power losses. (b) Calculated and
simulated v to ϕ Bode plots for three arbitrary ports in a 100-port lossless MAC-DPP
system: (1) transfer function from ϕ̂10 to v̂1; (2) from ϕ̂45 to v̂1; (3) from ϕ̂92 to v̂1.

losses. The conduction losses and core losses are represented by the R1 ∼ R10 and

Rm, respectively.

Fig. 4.23a compares the calculated Bode plot and simulated Bode plot of the phase

to voltage transfer function of the example MAC-DPP converter, with and without

considering the losses. The calculated Bode plot matches well with the simulated Bode

plot in both cases. The power conversion loss reduces the dc gain and changes the

phases of the transfer function. The improved small signal model precisely captures

the impact of the losses. The dominant pole (1/
∑

Rload.iCi) of the transfer function

is pushed to higher frequency by the output resistance.

The developed small signal modeling approach can be easily extended to model a

MAC architecture with arbitrary number of ports. To validate the scalability and ap-

plicability of the approach, a 100-port SPICE simulation platform is built and tested

in PLECS to capture the transfer function from ϕ̂i to v̂j (Fig. 4.24) in the 100 ports.

Compared to a conventional state-space based small signal model, the proposed mod-

eling approach greatly reduces the computational load without sacrificing the model
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Figure 4.24: PLECS simulation platform of a 100-port lossless MAC-DPP converter.

accuracy. Running SPICE simulations for large-scale MAC-DPP systems is computa-

tionally heavy and time-consuming, while an analytical model can rapidly present the

same results with very low computational requirements, opening the opportunities to

design and optimize very large scale MAC-DPP systems. As shown in Fig. 4.23b,

the calculated Bode plots match very well with the simulated results, validating the

effectiveness and scalability of the proposed small-signal modeling approach.

4.4.3 Feedback Control based on Distributed Phase Shift

Modulation

According to the derived small signal model, this subsection presents a simple but

robust distributed control strategy which is scalable to very large-scale MAC-DPP

systems. Figure 4.25a plots the control block diagram, where each port utilizes a

feedback loop to adjust its own phase based on locally measured port voltage. As

shown in Fig. 4.25b, the interaction between each port can be treated as disturbance.

The closely coupled feedback loops can be simplified as multiple standalone feedback

loops with explicit transfer function Gs(s) as captured in (I − GZGv)
−1GZGϕ

(Eq. (4.36)). The PI loop and phase controller of each port can be implemented as

distributed phase-shift (DPS) modules synchronized by a system clock. The DPS

module can be further integrated into each half bridge to enable a fully integrated

modular building block. This distributed control strategy allows independent voltage
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(a)

(b) (c)

Figure 4.25: (a) Principles of the modular distributed control strategy of an example
3-port MAC-DPP converter. (b) Equivalent single loop for each port. (c) Loop gain
Bode plot of port #1, port #10 with and without PI controller. Port #1 has the
heaviest load with the largest phase margin, while port #10 has the lightest load with
the lowest phase margin.

regulation of each port and can be easily applied to large-scale MAC-DPP systems

with very large number of ports.

The small signal model can provide useful guidance to designing the control loops

for the MAC-DPP architecture. Fig. 4.25c shows a design example of the PI parame-

ters in a 10-port MAC-DPP converter with distributed phase-shift control. Here, the

feedback gain is considered as a delay unit, and its delay time is one switching cycle

(T ). The loop gain of each port before adding a PI controller is:

GLi(s) = Gs(s)(i, i)× e−Ts ≈ Gs(s)(i, i)×
1

1 + sT
. (4.39)

Fig. 4.25c shows the Bode plots of two ports with the highest phase margin and

smallest phase margin, respectively. The phase margin of both loop gains without

PI is higher than 45°. Therefore, the system bandwidth can be improved by trading

off phase margin for bandwidth with a PI controller. By tuning the lowest phase
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margin of port #10 close to 45°, the bandwidth of all the ports was expanded. Since

the lowest phase margin of 10 ports is still higher than 45°, the distributed control

loop of each port is stable. It is worth noting that, the power conversion losses of the

MAC system usually shifts the phase response rightwards and increases the system

phase margin, so in practice, the power losses will create additional stability margin

for the system dynamic response. The system may become unstable if the phase

difference between two ports is greater than 90°. As a result, a phase limiting stage

(−45° < ϕi < 45°) should be included in the control loop.

4.4.4 Feedforward Control based on the Newton-Raphson

Method

This subsection presents an alternative feedforward control strategy based on Newton-

Raphson method. Four variables are controllable at each port of the MAC-DPP

converter, (Pi, Qi) and (Vi, ϕi). Pi and Qi are the active and reactive power injected

into the ith port from the ith voltage domain. Vi and ϕi are the amplitude and phase

of the square wave voltage at each port. In power electronics designs, the reactive

power at each port is usually absorbed by a large dc-filtering capacitor and is usually

neglected. Depending on the design goals, one can control the voltage amplitude and

the phase shift to modulate the injected power, or control the injected power and

the phase shift to modulate the voltage of each port. When designing the control

framework, the n ports can be grouped into two major categories:

� PV port: Pi and Vi are specified, and ϕi is unknown. In multiport power

converters, sources and loads that require specific voltage amplitudes or active

power injection can be modeled as PV ports.

� Vϕ port: the reference port for the power flow calculation. Vi is selected as the

nominal voltage, ϕi is considered as zero, Pi is free-wheeling and is determined

187



4. Granular Power Architecture with Series Coupled Magnetics

by the system needs. At least one Vϕ port is needed in a system to meet

the energy conservation requirements. Usually, a port that is connected to an

energy storage device can be selected as a Vϕ port.

Usually, in a multiport power converter, a majority of ports are PV ports. A port

that is connected to an energy storage element is usually selected as the Vϕ port.

The Vϕ port functions as an energy buffer to balance the input and output power of

the system. As a result, a multiport power converter with n ports usually has n− 1

PV ports and one Vϕ port. The phases of all n ports need to be precisely controlled

to control the power flow in the multiport passive network. The target of this control

framework is the active powers of the n− 1 PV ports, and the input variables are the

phases of the n − 1 PV ports (the phase of the Vϕ port is zero). The key challenge

of this control framework is to solve n − 1 unknown variables with n − 1 nonlinear

power flow equations reorganized from (4.25):




P1

P2

...

Pn−1



= f : Rn−1 → Rn−1




ϕ1

ϕ2

...

ϕn−1



. (4.40)

We adopted the Newton-Raphson method in power system analysis [168] to solve

these nonlinear equations. Newton-Raphson method linearizes non-linear equations

and use iterations to approach desired solutions. It converges fast and requires low

computation power (enabling a microcontroller or FPGA implementation), but is

sensitive to the initial anticipated solution. Other methods such as Gauss-Seidel

Iteration and Fast Decoupling Methods [168] may be applicable to specific cases.

Sophisticated power flow calculation tools such as Matpower [169] can also be used at

the cost of more computation requirements. In this work, a Newton-Raphson solver

customized for power flow analysis has been developed and a corresponding software
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tool named Mapflow (Mapping the Power Flow) is open-sourced in Github1. The

solver takes in the following inputs: 1) network information: including the branch

inductance, magnetizing inductance, branch capacitance and branch resistance; 2)

targeted active power and voltage amplitude of PV ports; 3) voltage amplitude of

the reference port; 4) initial anticipated solutions for the phases of PV ports. The

iteration step for the solver is:




∆ϕ1

∆ϕ2

...

∆ϕn−1



=




∂f1
∂ϕ1

. . .
∂f1

∂ϕn−1
...

. . .
...

∂fn−1

∂ϕ1

. . .
∂fn−1

∂ϕn−1




−1



∆P1

∆P2

...

∆Pn−1



, (4.41)

ϕk = ϕk−1 −∆ϕ. (4.42)

Accordingly, the Jacobian matrix is:

∂fi
∂ϕj

=





ViVj

2πfsLij

(
2|Φij|
π

− 1

)
j ̸= i

∑

k ̸=i

ViVk

2πfsLik

(
1− 2|Φij|

π

)
j = i

(4.43)

With appropriate selection of the initial operating point, the phases of all ports can

usually be found within a few iteration steps. These phases will be utilized to con-

trol the ac-dc converters at each port. If full bridges are implemented as the dc/ac

converters in Fig. 4.18a, more feasible solutions can be found for the nonlinear power

flow equations. These ports can be defined as P ports with only active power in

control. Assuming there are n ports in total, the first m ports are P ports, and the

last port is a reference port, the rest of them are P ports. The iteration step of the

1https://github.com/PingWang3741/Multiport-Power-Converter.git
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solver is:




∆V1

. . .

∆Vm

∆ϕ1

...

∆ϕn−1




=




∂f1
∂V1

. . .
∂f1
∂Vm

∂f1
∂ϕ1

. . .
∂f1

∂ϕn−1
...

. . .
...

...
. . .

...

∂fn−1

∂V1

. . .
∂fn−1

∂Vm

∂fn−1

∂ϕ1

. . .
∂fn−1

∂ϕn−1




−1



∆P1

∆P2

...

∆Pn−1



, (4.44)

Vk = Vk−1 −∆V , ϕk = ϕk−1 −∆ϕ. (4.45)

There are n− 1+m unknown variables and n− 1 nonlinear equations. The Jacobian

matrix is not a square matrix. The Moore-Penrose pseudoinverse of the Jacobian

matrix can be utilized to calculate the iteration step size. When Vi of the ith P port

reaches its maximum, this P port will change back to PV port in the next iteration.

It is known that the convergence of the Newton-Raphson method is very sensitive

to the initial anticipated solution. The Newton-Raphson method will not converge

if there is no feasible solution. As a result, it is critical to determine if the targeted

power is even feasible before the iteration starts. In a large scale MAC converter, the

maximal and minimal power injected into port i are:

Pi max =
π

4

∑

k ̸=i

ViVk

2πfsLik

, (4.46)

Pi min = −π

4

∑

k ̸=i

ViVk

2πfsLik

. (4.47)

Different ports need different control phases for maximal rated power, so they can’t

reach the maximum simultaneously. We can use the sum of power squares (SPS) to

describe the joint feasible power range of multiple ports. A conservative subset of the
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(a) (b)

Figure 4.26: (a) Feasible power range of a three-port MAC converter. (b) Fractal
convergence region of the Newton-Raphson solver. The solver is more likely to con-
verge if the initial anticipated points are close to the final solution. Empirically, for
a symmetric multiport network, starting from the origin is always a good strategy.

complete feasible power region can be defined using SPS, which is written as:

n∑

i=1

P 2
i ≤ βmax, (4.48)

where βmax is a conservative bound that guarantees a feasible solution as long as

Eq. (4.48) holds true. Here, we use a three-port MAC converter as an example to

demonstrate the effectiveness of using Eq. (4.48) as a convergence bound. We ran-

domly selected the targeted power in a range and recorded those that have phase shift

solutions. Results are plotted in Fig. 4.26a, where the blue points are the feasible

power region, and the red points are infeasible power region. The blue inner circle is

a conservative region for the feasible power range as described by Eq. (4.48). The

convergence of the Newton-Raphson method is also determined by the initial antic-

ipated solutions. Using the developed Newton-Raphson solver, a three-port MAC

converter is tested, where two ports are PV port, and the other one is Vϕ port. We

selected a feasible targeted power in the range of Eq. (4.48) and swept the initial
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phase of the two ports from −π to π, recording if the solver was converged. As shown

in Fig. 4.26b, two target solutions exist, and the converging area for the initial phases

have fractal boundary. It also indicates that initial solutions that are close to the

target solution converges better. With a look-up table that stores a certain number

of target powers with their solutions, the solver can always start from a initial point

near the target solution to ensure the convergence of the algorithm. Empirically, we

found that for a MAC converter with identical impedance on all branches, using zero

phase-shift as the initial solution almost always leads to a converging result, if the

targeted power is feasible.

4.5 String Voltage Regulation for DPP

In DPP systems where the series loads are directly connected to the input dc bus, the

stacked DPP string voltage is fixed to the input dc bus voltage. The tightly-coupled

load voltage and bus voltage might deteriorate system performance. In PV systems,

for example, the voltage to achieve MPPT for each PV string varies due to illuminance

difference. Directly connecting multiple PV strings to the dc bus forces different PV

strings to share the same string voltage, lowering the overall power generation. In

other cases such as servers in data centers, the dc bus voltage in a server rack may

change between 48 V to 54 V, whereas the IT equipment needs precisely regulated

voltage (e.g., 24 V, 12 V, or 5 V) to function properly. An input regulation stage

that decouples the series domain voltage from the dc bus voltage is needed and is the

main focus of this section.

The most straightforward way of implementing an input voltage regulator is to

design a standalone front-end dc-dc converter. In this case, however, the front-stage

dc-dc converter processes the full load power, reducing the benefits gained from differ-

ential power processing and limiting the overall system efficiency and power density

that can be achieved. An alternative way is to regulate the DPP string voltage
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Figure 4.27: A series voltage compensator (SVC) leveraging the partial power pro-
cessing concept for voltage regulation of DPP systems. SVC only processes a fraction
of total power. Major power is directly delivered to the DPP loads.

through partial power processing. The partial power processing concept was initially

found in PV applications [170–172]. Similar topologies such as sigma converter [68]

and composite converter [146] were proposed later. These topologies can be gener-

ally classified into two categories: input-parallel-output-series (IPOS) structure and

input-series-output-parallel structure (ISOP) [147, 148]. Usually, in partial power

converters, major power is directly delivered to the loads. The direct power has no

impact on the size or losses of power converters [149–151]. Some partial power con-

verters might deliver the majority of power through a high-efficiency fixed-ratio dc-dc

conversion stage to minimize the cost of size or losses. Consequently, only a fraction

of power (i.e., partial power) is processed by the voltage regulation stage, contributing

to power rating reduction and efficiency improvement [152,153].

Leveraging the partial power processing concept, a variety of series voltage com-

pensators (SVCs) for voltage pre-regulation in DPP systems are investigated and

compared in this section. Fig. 4.27 shows the general architecture of an SVC. Differ-

ent from a standalone voltage pre-regulator, the SVC converter is in effect connected

in series with the DPP loads, compensating for the voltage difference between the

input dc bus and stacked DPP loads. The negative terminals of the input and out-
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put ports of SVC are tied to the middle of the stacked loads, leading to a decreased

voltage rating. Therefore, SVC only processes a fraction of the overall system power

and delivers it to the top few voltage domains. A majority of the power is directly

delivered to the DPP loads. The topologies presented in [137, 173, 174] are a subset

of the SVC family investigated in this section. We generalize these topologies and

perform a systematic analysis on the power rating and the additional power conver-

sion stress that SVC brings to DPP converters. To validate the theoretical analysis,

a buck SVC topology was designed and tested with the MAC-DPP converter, which

will be presented in Section 4.6.

4.5.1 Power Stress Analysis of SVC

As shown in Fig. 4.27, an SVC converter is a modified dc-dc converter with unique

input/output terminal configurations to take advantage of partial power processing.

The input and output negative terminals of the SVC converter are connected to the

middle of the stacked loads. In this way, the SVC current rating is the same as the

overall system, but its voltage rating is only a portion of the system voltage rating.

Therefore, the SVC converter processes a fraction of the total system power and can

have much lower power loss and component size compared to a standalone dc-dc

regulator. Although the SVC converter only processes a portion of the system power,

it may increase the power conversion stress of the DPP converters. As indicated

in Fig. 4.28, the SVC only delivers power to the top few voltage domains, creating

additional power imbalance which needs to be handled by the DPP converter.

The main purpose of this subsection is to identify the operating conditions in

which an SVC is attractive or not compared to a conventional DPP pre-regulation

converter that has to process the full power as shown in Fig. 4.29. Both the SVC

power conversion stress and the additional stress introduced by the SVC to the DPP

are considered in this comparison. The operation boundaries for SVC to achieve
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Figure 4.28: The SVC incurred power processing consists of: (1) SVC processed power
PSV C ; (2) additional differential power in DPP converters ∆PDPP .
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Figure 4.29: Conventional voltage pre-regulator for DPP system. In contrast, the
standalone dc-dc regulator needs to process total system input power PIN .

lower overall system power stress than a traditional DPP pre-regulation converter

are derived. To the best of our knowledge, this is the first systematic analysis of the

impact of SVC on DPP.

Fig. 4.28 labels the voltage and current ratings of an SVC. Assume the DPP

system comprises N series voltage domains, and the negative terminals of the input

and output ports of the SVC are tied to the negative terminal of the Kth domain
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with voltage as N−K
N

VDPP , the power processed by the SVC is

PSV C =

(
VIN − N −K

N
VDPP

)
IIN . (4.49)

To quantify the benefits of partial power processing, the SVC processed power is

normalized to the total system input power and is denoted as ρSV C :

ρSV C =

(
VIN − N−K

N
VDPP

)
IIN

VINIIN
= 1− (1−Ks)Mv. (4.50)

Here, Mv = VDPP

VIN
is the voltage regulation ratio; Ks = K

N
is the ratio of the SVC-

tied voltage domain to the overall number of voltage domains. The SVC converters

discussed herein are non-inverting converters and their input or output polarity does

not flip during the operation. Thus, the input voltage (VIN) should be larger than the

negative terminal voltage of the Kth domain (N−K
N

VDPP ). As a result, the feasible

range for Mv is: Mv <
1

1−Ks
.

Fig. 4.30a plots the normalized SVC power as a function of the voltage regulation

ratio with different values of Ks. Ks = K
N

is the ratio of SVC-tied voltage domain

to the overall number of voltage domains. If K = 1 and N is very large, Ks → 0

and ρSV C = 0 at Mv = 1, indicating that the SVC is not processing power. When

Ks → 1, the output of SVC is almost directly attached to the entire DPP series

voltage domains. In this case, the SVC becomes a conventional standalone dc-dc

regulator, and ρSV C becomes one, as shown in Fig. 4.30a. ρSV C will increase as Mv

decreases in both buck region (Mv < 1) and boost region (1 < Mv < 1
1−Ks

), but

it will be always less than one, indicating that the SVC processed power is always

less than the total load power. As Ks increases, the voltage regulation range in the

boost region will be larger, but the SVC voltage rating will also increase, resulting in

a higher ρSV C .
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(a) (b)

Mv=0.5

(c)

Figure 4.30: (a) Normalized SVC processed power ρSV C as a function of voltage
regulation ratio Mv. (b) Normalized additional DPP processed power ρDPP as a
function of the voltage regulation ratio Mv. (c) Normalized total SVC incurred power
processing ρtot = ρSV C + ρDPP as a function of the voltage regulation ratio Mv. Each
curve is plotted only within its feasible range: Mv <

1
1−Ks

.

In DPP systems, power converters work to balance the differential power among

the series domains. SVC that only delivers power to the top few voltage domains

will cause power imbalance among the series domains and bring additional power

conversion stress to the DPP system. DPP converters need to cope with both the

inherent power mismatch of the series domains and the power imbalance caused by

SVC. Here, we quantitatively analyze the additional differential power in a fully-

coupled DPP architecture [143], where there is a direct power flow path between any

two voltage domains. The analytical framework can be further extended to other

DPP architectures (e.g., ladder DPP [121,161]) with indirect power delivery paths.
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Differential power flow in DPP systems is determined by power distribution across

series voltage domains, which is dynamic and unpredictable [143, 158]. For a well-

designed DPP system, however, load powers of different voltage domains are expected

to be close by average [139]. Thus, we analyze the average increased differential power

caused by SVC by assuming a uniform load power across all series domains. In this

case, the average summed load power of top K voltage domains is K
N
PIN , and the

power that SVC delivered to the top K domains is ρSV CPIN . If SVC operates in

buck region, ρSV C > K
N
, thus the DPP converter needs to deliver the differential

power
(
ρSV C − K

N

)
PIN from the top K domains to the lower N −K domains. When

SVC is working in boost region, ρSV C < K
N
, the DPP converter needs to deliver the

differential power
(
K
N
− ρSV C

)
PIN in an opposite way. For both the two regions, the

average additional differential power that an SVC brings to the system is

∆PDPP =

∣∣∣∣ρSV C − K

N

∣∣∣∣× VINIIN . (4.51)

Similarly, we normalize the additional differential power to the total input power:

ρDPP =

∣∣ρSV C − K
N

∣∣VINIIN

VINIIN
= (1−Ks) |1−Mv| . (4.52)

Fig. 4.30b plots the relationship between the normalized additional differential

power and the voltage regulation ratio Mv. In both buck and boost region, ρDPP

increases as Mv deviates one (i.e., gap between VIN and VDPP becomes larger). ρDPP

becomes zero if Mv = 1 (i.e., VIN equals VDPP ). Different from ρSV C , ρDPP will be

lower as Ks increases. As Ks → 1, the SVC behaves more like a standalone dc-dc

regulator, and the additional power stress reduces.

A normalized total SVC incurred power processing ρtot (ρtot = ρSV C + ρDPP ) is

used as a performance metric for evaluating the performance of an SVC. A lower ρtot

indicates a lower total power stress and better performance. If ρtot > 1, the total
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Table 4.5: SVC Incurred Power Processing in Buck and Boost Region

Buck Operation Region Boost Operation Region
(Mv < 1) (1 < Mv <

1
1−Ks

)

ρSV C 1− (1−Ks)Mv 1− (1−Ks)Mv

ρDPP (1−Ks)(1−Mv) (1−Ks)(Mv − 1)

ρtot (2−Ks)− (2− 2Ks)Mv Ks

SVC incurred power processing will be higher than total input power, and the SVC

loses advantages compared to a standalone dc-dc regulator. Fig. 4.30c plots ρtot as a

function of Mv. ρtot keeps constant (ρtot = Ks) when SVC operates in boost region.

If SVC works in buck region, ρtot will increase as Mv decreases (i.e., larger difference

between VIN and VSV C), and it will be larger than one if Mv < 0.5 for any Ks. If

the voltage regulation ratio Mv is larger than 0.5 (Vin < 2VDPP ), the overall SVC

incurred power processing (ρSV C + ρDPP ) is lower than 1, regardless of how the SVC

and DPP are configured (independent from Ks), indicating that a DPP with SVC

can offer better performance than a traditional DPP architecture with a standalone,

fully rated regulation stage in most operating conditions. Detailed normalized figure-

of-merits for SVC in boost and buck regions are summarized in Table 4.5.

4.5.2 Example Topology Implementations of SVC

SVC can be implemented in many different ways with trade-offs in voltage regulation

range, control complexity, efficiency, and component count. Fig. 4.31 shows several

circuit implementations of SVC. One can either implement the SVC as an individual

partial power converter (Figs. 4.31a-4.31c), or merge the SVC into the DPP converter

as one extra element (Fig. 4.31d). Fig. 4.31a shows a buck SVC which applies to

the circumstances where the input voltage is higher than the string voltage of DPP

systems. In the case where the input voltage is lower, SVC can be implemented as

a boost converter as shown in Fig. 4.31b. The buck SVC and boost SVC have a
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Figure 4.31: Several circuit implementations of SVC: (a) buck SVC; (b) boost SVC;
(c) buck-boost SVC; (d) extra DPP port [137, 174]. The negative terminal of the
input and output ports of the SVC is connected to the negative terminal of the first
voltage domain to achieve the maximum benefits.

very low component count, but they can only regulate the input voltage towards one

direction (either up or down).

Fig. 4.31c is a non-inverting buck-boost SVC that can regulate the input voltage

in both directions. It requires more components and more sophisticated control, but

it offers a wider regulation range. Fig. 4.31d shows an SVC topology implemented

as an extra port of the DPP converter, where the extra DPP port compensates for

the gap between dc bus voltage and stacked string voltage. Input string current is

bypassed through the DPP converter. It can either step up or step down the input

voltage depending on the designed polarity of the extra port. Voltage regulation of

the extra port can be merged with the master controller of the DPP converter. For

an extra-port SVC of a fully-coupled DPP converter, the total SVC incurred power

processing is exactly the additional differential power. The normalized total SVC

incurred power for an extra-port SVC is:

ρtot = ρDPP =
|VIN − VDPP | × IIN

VINIIN
= |1−Mv| . (4.53)
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To compare different SVC topologies, the component load factor (CLF ) that

includes the impacts of component count and stress is used as an evaluation met-

ric [175,176]:

CLF =
V ∗I∗

Ptot

. (4.54)

V ∗ is the maximum blocking voltage of switches or the ac average voltage of induc-

tors; I∗ is the root-mean-square (RMS) current value of switches and inductors; Ptot

is the total load power. A lower CLF indicates lower component stress or better

utilization of the components. In buck SVC or boost SVC (Figs. 4.31a-4.31b), the

upper and lower switches (S1&S2) are controlled by two complementary gate sig-

nals. As for buck-boost converter (Fig. 4.31c), different control methods exist with

trade-offs in driving circuit complexity, inductor size, switch utilization, and con-

verter efficiency [177, 178]. Discussion of buck-boost SVC in this section is based on

the assumption that two switches in each half-bridge are controlled by complementary

signals, and the two half-bridges are switching oppositely (i.e., S1&S4 or S2&S3 are

in phase). Define D as the duty ratio of S1 in the three SVC topologies. The CLF

of switches and inductors are calculated and compared across the buck, boost, and

buck-boost SVCs. The current ripple is ignored when calculating the current RMS

value; power loss is not considered so that Ptot = VINIIN . In a buck SVC, the negative

terminal of the input and output ports are connected to the negative terminal of the

Kth domain with voltage as (1−Ks)VDPP . To keep the volt-second balancing of the

inductor, the duty cycle of buck SVC should satisfy:

D × [VIN − (1−Ks)VDPP ]︸ ︷︷ ︸
SVC Input Voltage

= KsVDPP︸ ︷︷ ︸
SVC Output Voltage

. (4.55)

As a result, the duty ratio of the buck SVC is:

D =
MvKs

MvKs + 1−Mv

(4.56)
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Table 4.6: Comparison of Different SVC Topologies and Standalone dc-dc Regulators

Topologies Transistor CLF Inductor CLF Duty Ratio (D)

Buck SVC
(
√
D+

√
1−D)Ks

(D−D2)Ks+D2

(1−D)Ks

(1−D)Ks+D
MvKs

MvKs+1−Mv

Boost SVC
(
√
D+

√
1−D)Ks

1−(1−D)Ks

(D−D2)Ks

1−(1−D)Ks

MvKs+1−Mv

MvKs

Buck-Boost
SVC

(
√
D+

√
1−D)Ks

(D−2D2)Ks+D2

(1−D)Ks

(1−2D)Ks+D
MvKs

2MvKs+1−Mv

Buck
√
D+

√
1−D

D
1−D Mv

Boost
√
D+

√
1−D

D
1−D 1

Mv

Buck-Boost
√
D+

√
1−D

D(1−D)
1 Mv

1+Mv

In a buck SVC, the blocking voltage of each switch is the SVC input voltage which

can be reorganized as KsVIN

(1−D)Ks+D
, and the RMS currents of S1 and S2 are

√
D
D
IIN and

√
1−D
D

IIN , respectively, so the transistor CLF of buck SVC is:

Transistor CLF =

KsVIN

(1−D)Ks+D
×
(√

D
D
IIN +

√
1−D
D

IIN

)

VINIIN

=
(
√
D +

√
1−D)Ks

(D −D2)Ks +D2
.

(4.57)

The average voltage of the inductor is D(1−D)KsVIN

(1−D)Ks+D
, and the RMS inductor current is

IIN
D
, so the inductor CLF of buck SVC is:

Inductor CLF =

D(1−D)KsVIN

(1−D)Ks+D
× IIN

D

VINIIN
=

(1−D)Ks

(1−D)Ks +D
. (4.58)

Similarly, the component load factors and required duty ratios for other SVC topolo-

gies can be derived and summarized in Table 4.6. Fig. 4.32a plots the switch and

inductor CLF s of the three SVC topologies when Ks = 0.5. While the buck-boost

SVC has a wider regulation range than the buck SVC and the boost SVC, its switch

and inductor CLF s are higher in the full regulation range, as shown in Fig. 4.32a.

202



4. Granular Power Architecture with Series Coupled Magnetics

(a) (b)

(c) (d)

Figure 4.32: Transistor and inductor CLF s comparison between: (a) different SVC
topologies when Ks = 0.5; (b) buck SVC and conventional buck; (c) boost SVC and
conventional boost; and (d) buck-boost SVC and conventional buck-boost. For each
Ks, CLF s are plotted within the feasible range: Mv <

1
1−Ks

.

In Table 4.6, the CLF and D of the three topologies when implemented as con-

ventional buck, boost, and buck-boost converters are also calculated for comparison.

These conventional dc-dc converters compared here are performing the same voltage

pre-regulation task as the SVC for the DPP system. Figs. 4.32b - 4.32d plot the switch
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Figure 4.33: Regulation ratio (Mv) at the crossing point where transistor CLF s of
the SVC topology and its conventional counterpart are equal. The crossing point Mv

value is not continuous at Ks = 1, where the transistor CLF curves of the SVC and
conventional converter will overlap instead of crossing.

and inductor CLF s of the three SVC topologies with different Ks values and plot the

CLF s of their conventional counterparts as references. As indicated by the figures,

for all the three SVC topologies, their CLF s become closer to their counterparts as

Ks increases from 0 → 1. If Ks = 1, the SVC becomes a standalone dc-dc regulator,

processing full power. For the buck SVC, its inductor CLF is always the same as

the conventional buck converter, but its switch CLF might be higher when Mv is

low. For the boost SVC, both its transistor and inductor CLF s are lower than the

conventional boost converter in the full regulation range, implying that its component

stress is always less than its conventional counterpart. As for the buck-boost SVC,

its inductor CLF is always less than the conventional buck-boost converter, but its

transistor CLF might be higher if Mv is low, similar to the buck SVC. Regulation

ratio (Mv) at the crossing point when transistor CLF of the buck SVC or buck-boost

SVC is equal to its conventional counterpart is plotted in Fig. 4.33. To maintain the

advantage in terms of component stress, a buck SVC or buck-boost SVC is suggested

to operate in the condition when Mv is larger than the crossing point so that the SVC

204



4. Granular Power Architecture with Series Coupled Magnetics

has lower transistor CLF . One can adjust the number of series domains in the DPP,

or change the configuration of SVC to achieve this goal.

4.6 Experimental Results

To validate the MAC-DPP architecture and theoretical analysis, a 450-W/50-to-5-V

10-port MAC-DPP prototype is designed and built. First, the MAC-DPP prototype

is tested on a 50-HDD storage server. The system efficiency and thermal performance

as well as the control stability and transient speed have been tested when the HDD

server performs daily tasks. The MAC-DPP prototype achieves over 99.7% system

efficiency with 700 W/in3 power density, realizing the first complete demonstration

of a DPP-powered data storage server with full reading, writing, and hot-swapping

capabilities. The MAC-DPP prototype is then applied to a 600-LED screen. Various

random load tasks (independent or dependent) have been created and assigned to the

LED screen, and the tested results match well with the loss scaling trend predicted

by the stochastic loss model. To verify the principles of SVC, a buck SVC is designed

and applied to the MAC-DPP prototype. The buck SVC can efficiently convert an

input voltage ranging from 50 V to 65 V into a regulated 50 V for the DPP system.

The size of the SVC is only 20% of the MAC-DPP converter, and the peak efficiency

of the SVC-DPP system achieves 98.8%.

4.6.1 A 450-W/50-to-5-V 10-Port MAC-DPP Prototype

This subsection introduces the design of the DPP power stage. Fig. 4.34a shows

the circuit topology of the 10-port MAC-DPP prototype. The dc-ac units are imple-

mented as half-bridge circuits with dc blocking capacitors, and all ports are ac-coupled

to a 10-winding transformer. The port-to-port operation of this converter is the same

as that of a DAB converter with a 1:1 conversion ratio. It offers the lowest power
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Figure 4.34: (a) Topology of a 10-port MAC-DPP converter with dc-ac units imple-
mented as half-bridge circuits. (b) Modular isolated PWM driving circuit (in red)
and voltage sampling circuit (in blue) at each port. (c) Annotated top view, side
view, and 3D assembly view of the 10-port MAC-DPP prototype. The prototype is
40 mm×35 mm in area and 7.56 mm in height. (d) Winding patterns on main power
board (4 layers) and bottom cover (6 layers).

conversion stress, and can realize soft switching across the full operation range [164].

The 50 V dc bus is split into 10 series-stacked 5 V voltage domains, which support

dc loads like HDDs and LEDs. The distributed phase shift (DPS) control units are

implemented as standalone phase-shift modules synchronized by a system clock. The
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Table 4.7: Bill-of-Material of the MAC-DPP Converter

Device & Symbol Component Description

Half-Bridge Switch, S1 ∼ S10 DrMOS, CSD95377Q4M
Blocking Capacitor, CB1 ∼ CB10 Murata X5R, 100 µF × 3
Series Inductor, Ls1 ∼ Ls10 Coilcraft SLC7649, 100 nH

Port Voltage, V1 ∼ V10 5 V
Switching Frequency, fsw 100 kHz

Transformer Core Ferroxcube, ELP18-3C95
Main Power Board Winding 2 oz, single turn × 4
Bottom Cover Winding 2 oz, single turn × 6

voltage sampling circuits and isolated PWM signal circuits are designed as scalable

modules as depicted in Fig. 4.34b. In each driving and sampling module, a bootstrap-

ping circuit (annotated in red) is utilized to create a dc bias voltage on the capacitor

and generate an isolated PWM signal referred to the floating negative node (V−).

The voltage sampling circuit (in blue) uses a resistive divider to scale down the posi-

tive node voltage (V+) and sends it back to the controller. The driving and sampling

circuit together with the distributed phase-shift module can be further integrated into

the half-bridge power stage, enabling fully integrated modular building blocks for the

MAC-DPP architecture. Detailed prototype parameters are listed in Table 4.7.

Fig. 4.34c shows top, side, and 3D assembly views of the MAC-DPP prototype. To

create symmetric winding paths, the 10-winding transformer is placed in the middle,

surrounded by the 10 ports. The driving, sampling circuit and the power stage are all

included. The prototype is 40 mm×35 mm in area, 7.56 mm in height, and the total

volume is only 10.58 cm3 (0.64 in3). Two PCB boards are stacked and integrated

with an ELP18/10 magnetic core, whose effective core area is 39.5 mm2. To avoid

saturation, the core area is selected as two times of the minimum core area calculated

from the Eq. (4.4). This area is comparable to that of a two winding transformer

with the same volt-seconds-per-turn. Since the additional window area is negligible,

the MAC-DPP prototype reduces the magnetic volume by 10 times compared to a
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Figure 4.35: The 450 W 10-port MAC-DPP prototype and a U.S. quarter. The peak
system efficiency is >99%, and the peak converter efficiency is >96%.

10-port dc-coupled DPP converter. Fig. 4.34d shows the PCB patterns of the ten

windings. Each winding consists of one single turn in one PCB layer. The main

power board comprises four windings, while the bottom cover comprises six windings,

which are connected vertically to the main power board through vias. The copper

thickness of the PCB is 2 oz. Since all windings are single-turn PCB windings, and

the core has high permeability, the magnetic field distribution within the core can be

approximated as 1D. Many models can capture the high-frequency skin and proximity

effects in 1D planar magnetics and provide guidance to the geometry design. For

example, reference [179] presents a systematical approach to modeling the impedance

and current distribution in multi-winding planar magnetics, which can be used as a

guideline to design the windings in the multi-winding transformer.

Fig. 4.35 shows the MAC-DPP prototype in comparison with a U.S. quarter. The

MAC-DPP prototype is a 10-port dc-dc converter, and all ten ports are bidirectional

ports. Fig. 4.36a shows the measured efficiency of the converter under a variety of

different power delivery scenarios. Each port is connected to a 5 V dc source/load and

switching at 100 kHz. A few ports are connected in parallel as input ports, and a few

other ports are in parallel as output ports. The entire MAC-DPP converter functions
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(a) (b)

Figure 4.36: (a) Port-to-port power converter efficiency in different cases. When
delivering 40 W from 9 ports to 1 port, the hot-spot temperate of the output port
reached 114 °C under 110 CFM airflow. (b) System power conversion efficiency (total
load power: 450 W).

equivalently as a one-to-one converter. When delivering power from 9 ports to 1 port,

current concentrates at one port. Since conduction loss increases quadratically as cur-

rent increases, the 9-port-to-1-port scenario dissipates large loss at one port, yielding

the lowest efficiency. The 5-port-to-5-port case has the highest efficiency because the

power conversion stress is well distributed. The peak port-to-port conversion effi-

ciency is 96.5% when delivering power from 5 ports to 5 ports. The peak efficiency

in the worst power delivery scenario (9-port-to-1-port) is still maintained above 95%.

Limited by the concentrated heat at one port, the MAC-DPP prototype can deliver

a maximum of 40 W power from 9 ports to 1 port when the hot-spot temperature of

the output port reaches 114°C under 110 CFM airflow. Two key figure-of-merits are

defined to evaluate the DPP performance:

• System Power Rating: The MAC-DPP converter is designed for a DPP sys-

tem with 10 series-stacked voltage domains. The system power rating is defined

as the maximum overall load power that the DPP system can support for the de-

sired application, which is different from the actual power processed by the power

converter. In a DPP system, the load power, Pi at each voltage domain changes
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between [0, Pmax]. The differential power that the MAC-DPP converter needs to

process in the ith domain is:

∆Pi =

∣∣∣∣∣Pi −
∑10

i=1 Pi

10

∣∣∣∣∣ . (4.59)

The maximum differential power at one port is reached if nine voltage domains

have no load while the remaining one operates at full load (Pmax) or if one voltage

domain has no load and the other nine are operating at full load. In this case, the

maximum differential power that the MAC-DPP converter needs to deliver from 9

ports to 1 port is 9
10
Pmax, which is 40 W according to Fig. 4.36a. As a result, the

maximum power of each voltage domain, Pmax, is approximately 45 W, and the

maximum load power that the 10-port MAC-DPP converter can support is 450 W.

The power density of the MAC-DPP converter is 700 W/in3.

• System Efficiency: The system efficiency of the MAC-DPP system is defined as

the overall load power of all voltage domains divided by the input power from the

dc bus:

ηsys =

∑10
i=1 Pi

Pinput

= 1− Ploss

Pinput

. (4.60)

Ploss is the power loss resulting from differential power processing. In a DPP

system, the processed differential power is a small portion of the total load power,

so only a small amount of power loss is generated and the system efficiency of

a DPP converter can be much higher than the converter efficiency. Define the

ratio between the total processed differential power and the total load power as:

r =
∑10

i=1 ∆Pi/
∑10

i=1 Pi. The generated power loss of the MAC-DPP converter can

be calculated as:

Ploss = r ·
10∑

i=1

Pi · (1− ηcon), (4.61)

210



4. Granular Power Architecture with Series Coupled Magnetics

ηcon is the converter efficiency of the MAC-DPP prototype. Based on the converter

efficiency in Fig. 4.36a and Eq. (4.60)-(4.61), the system efficiency at 450 W total

load power is estimated in Fig. 4.36b.

A well-designed DPP system usually has uniformly-allocated load power across

voltage domains. Therefore, as shown in Fig. 4.36b, the MAC-DPP prototype can

maintain over 99% system efficiency of a 450 W DPP system if the differential power

ratio is below 13.5%, which should cover most of the operation conditions. Compared

to the conventional 50V-5V dc-dc converters, the proposed MAC-DPP converter can

achieve extremely high system efficiency with very small converter size.

The power loss of the MAC-DPP prototype mainly consists of core loss, conduction

loss, and switching loss. Fig. 4.37 performs a loss analysis for the MAC-DPP converter

under different operating conditions. The core loss is calculated by the Steinmetz’s

equation with the fitted coefficient from the Ferroxcube-3C95 datasheet. The root-

mean-square (RMS) current of each conduction path is calculated based on the output

load current and phase-shift between input and output.

Based on Eq. (4.25), when outputting the same amount of power, the phase-shift

of the DAB converter increases as the switching frequency increases, leading to higher

RMS current and higher conduction loss as shown in Fig. 4.37a. When operating at

200 kHz, the maximum output power of the MAC-DPP converter is determined by

the phase-shift. It delivers 26.3 W from 9-ports to-1-port at 90° phase-shift. When the

switching frequency is 150 kHz, 100 kHz, and 50 kHz, the maximum power that the

MAC-DPP converter can deliver are 34 W, 40 W, and 44.5 W, respectively, limited by

the maximum allowable component temperature (assume temperature limit is reached

when the conduction loss reaches the same value as that of the experiment with 114

°C temperature in Fig. 4.36a).

Fig 4.37b shows the estimated core loss and switching loss as a function of the

switching frequency. Fig. 4.37c shows the estimated full system loss at different
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(a) (b)

(c)

Figure 4.37: (a) Estimated conduction loss when delivering power from 9 ports to 1
port at different switching frequencies. (b) Estimated core loss and switching loss as
a function of the switching frequency from 50 kHz to 200 kHz. Gate drive loss is not
included. (c) Estimated total power loss of the MAC-DPP prototype when delivering
power from 9 ports to 1 port at different frequencies. The total power loss includes
conduction loss, core loss and switching loss.

frequencies. The core loss and switching loss dominate the system loss at light load.

The conduction loss dominates the system loss at heavy load.

4.6.2 HDD Server Testbench

This subsection presents the details of a MAC-DPP supported data storage server,

including the power and communication infrastructure as well as the software con-

figuration of the testbench. A Backblaze 4U 45 Drive Storage Pod is selected as

the base model for the server. Fig. 4.38a shows an annotated photograph of the
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(a) (b)

Figure 4.38: Pictures of the Backblaze server (a) with the original ac-dc power supply;
(b) after replacing the power supply with MAC-DPP converter. Both the power and
the communication circuitry are reconfigured. The server comprises an Intel i3-2100
3.10 GHz CPU, a Supermicro MBD-X9SCM-F motherboard, and 8 GB RAMs.

Backblaze server with an original ac-dc power supply, and Fig. 4.38b shows the same

Backblaze server after modification, where it is now powered by the 10-port 450 W

MAC-DPP power converter. The original server contained forty-five 2.5-inch 320 GB

HDDs (TOSHIBA MQ01ABD032V). After modification, its original power supply

was replaced with the MAC-DPP converter, and the 45 HDDs were extended to 50

HDDs. Both the power and the communication configuration of the SATA-to-PCIe

extension card were modified to enable data transfer across different voltage domains.

Fig. 4.39 and Fig. 4.40 show the detailed implementation of the high-speed data

link infrastructure across series-stacked voltage domains. The data link infrastructure

comprises three layers. The 50 HDDs are divided into 10 groups, and each group con-

tains five 2.5-inch HDDs in parallel on a SATA III port multiplier, namely backplane

board. Ten backplanes in different voltage domains transfer data to the SATA-to-

PCIe extension card through isolated differential signals with dc blocking capacitors.

Indeed, the SATA/SAS protocol signal is differential. By simply removing the com-

mon ground wires and adding blocking capacitors to the SATA/SAS differential signal

links, the isolated signal transfer across voltage domains is achieved without major

modification to standard communication protocols and existing wiring configuration,
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Conversion
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×

×

×

(b)

Figure 4.39: Data link infrastructure of the series-stacked HDD server testbench: (a)
Three-layer data link block diagram. (b) Component connection diagram.

as shown in Fig. 4.40. At Layer 2, a group of SATA-to-PCIe extension cards are

placed on the same voltage domain. They are directly connected to the mother-

board through PCIe Express slots. The 3-layer data link infrastructure is scalable to

large-scale data storage systems with numerous stacked voltage domains.

Fig. 4.41 demonstrates the experimental setup for the HDD read/write speed test

of the isolated SATA communication based on a disk drive benchmark tool, CrystalD-
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Figure 4.40: Isolated SATA wiring pattern of the modified Backblaze storage server.
The three ground wires are removed, and the four differential signals are capacitive
isolated. Note the SATA extension cards selected in this prototype have internal
isolation capacitors. No external capacitors are needed.

×

①

②

①

②

Figure 4.41: Experimental setup for the HDD read/write speed comparison between
isolated SATA and standard SATA communication. Ten 2.5-inch HDDs are in series
to a 50 V dc bus. The same HDD was swapped from the first voltage domain (isolated
SATA) to the last domain (standard SATA) to test the read/write speed in sequential
and 4KB random mode. The speed was tested using the disk drive benchmark tool,
CrystalDiskMark V6.0.

iskMark V6.0. Ten 2.5-inch HDDs are connected in series to a 50 V dc bus. In this

experiment, one HDD was swapped from an isolated voltage domain to a ground-

referenced voltage domain, and the reading and writing speed were compared. As

listed in Table 4.8, both the sequential read/write speed and 4KB random read/write

speed are nearly the same in two different SATA connections. The results indicate
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Table 4.8: Read/Write Speed Comparison of Isolated SATA and Standard SATA Link

Reading (MB/s) Writing (MB/s)
Sequential 4KB Random Sequential 4KB Random

Isolated 104.0 1.037 104.1 1.036
Standard 104.3 0.987 104.1 1.055

(a) (b)

Figure 4.42: (a) Side view and (b) top view of the HDD server testbench supported
by the MAC-DPP converter.

that the bottleneck of SATA transmission speed is the read/write speed of mechanical

HDDs, and is independent of whether the SATA connection is grounded or not. In

applications where a high data rate is needed, the isolated SATA transmission can

also be replaced with optic fibers, which are by nature isolated, and can offer higher

communication bandwidth.

Fig. 4.42 shows the 50-HDD storage server testbench with a LabVIEW measure-

ment system. A Linux based OS (Ubuntu) is installed to manage the reading, writing,

and hot-swapping functions. A dc source (QPX-600D) is utilized for the 50 V dc bus.

The LabVIEW system was set up to monitor the power consumption of the HDD

server testbench. The monitoring system utilizes an NI-compactDAQ (cDAQ-9178)

together with extendable analog input modules (NI9221 and NI9227) to simultane-

ously sample the voltages and currents of all the 10 voltage domains as well as the

input voltage and current of the dc bus. The sampling rate of each voltage or cur-
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Port Voltages: Port Currents:

Figure 4.43: LabVIEW real-time monitoring system. It measures and records the
voltage and current waveforms of all ten series-stacked domains, and calculates the
system efficiency in real time. In this example, the input power is 93.31 W, the load
power is 92.99 W, and the instantaneous system efficiency is 99.79%.

rent sampling channel is 1600 Samples/s (the sampling period is about 620 µs), and

the sampled voltage and current were calibrated by a Keysight Digital Multimeter

(34401A). In the LabVIEW console shown in Fig. 4.43, the voltage and current of ten

voltage domains are monitored in real time, including the voltage ripple, load power,

and differential power of each voltage domain as well as system efficiency, etc.

An HDD usually has two operating states: (a) reading or writing, each HDD used

in this hardware setup consumes about 2.8 W to drive the motor; (b) idling, each HDD

in the hardware setup consumes about 0.7 W to remain active. In data centers, the

reading/writing operation of each HDD is commanded by external software requests.

To validate the MAC-DPP architecture on the HDD server with typical data center

tasks, a random reading/writing program was created, in which each HDD has a 20%

probability to perform reading/writing tasks and 80% probability to stay idling at

any time instant. Fig. 4.44 shows the measured voltage and current waveforms of the
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(a) (b)

Figure 4.44: Experiment waveforms of all voltage domains at random reading/writing
test measured by LabVIEW: (a) voltage waveforms; (b) current waveforms.

Table 4.9: Long-Term Random Read/Write Testing Results

Elapsed Time Input Energy Load Energy System Efficiency

60 min 333.801 kJ 333.031 kJ 99.77 %

ten voltage domains under the random reading/writing test. The average power of

each voltage domain is about 9 W, consisting of the random HDD load power and

the power consumption of the Backplane board. Due to the random reading/writing

tasks, the load currents were fluctuating continuously, but the voltages of all the

domains were maintained stably at 5 V. The random reading/writing task was run

for one hour, during which the accumulated input and load energy was recorded, as

listed in Table 4.9. The total input energy from the dc bus was 333.801 kJ, while

the total load energy (including energy consumptions of HDDs and backplanes) was

333.031 kJ, so the average system efficiency was as high as 99.77%. The testing results

show that the MAC-DPP converter can feed power to the ten voltage domains with

extremely high system efficiency.
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Maintaining a dc voltage within a narrow ripple range is of great importance

for the robust operation of HDDs. A typical requirement for 2.5-inch HDDs is to

regulate the voltage within 5% of the nominal value (250 mV out of 5 V). In data

centers, to avoid interrupting the normal operation, HDDs are usually removed or

replaced while the server systems are still running (i.e., hot swapping). Hot swap-

ping induces large load current transient, bringing challenges to voltage regulation.

In the random reading/writing experiment, a worst-case hot-swapping test was per-

formed, where an entire voltage domain (five HDDs and one backplane) was abruptly

pulled out and plugged in. In this scenario, the differential power change at one

port reaches the maximum, resulting in the largest voltage fluctuation during the

transient. Distributed phase shift control regulates the voltage of the ten voltage

domains. Fig. 4.45a shows the measured port voltage and load current waveforms at

the 5th and 6th voltage domain during the hot-swapping test. A 2.2 mF electrolytic

capacitor was included at each port, and the 5th domain was hot-swapped while the

HDDs in other voltage domains were kept performing the random reading/writing

task. During the hot-swapping, the voltage transition was very smooth. The fluc-

tuation is almost negligible. Fig. 4.45a also shows that the current variation during

swapping in is higher than that of swapping out, because of the current overshoot

caused by the motor spinning up when swapping in. A soft starting circuit can also

be implemented to meet higher requirements on HDD voltage ripple.

Since the MAC-DPP prototype is designed to support 45 W peak power at each

voltage domain, the transient response of the prototype was also tested in an extreme

case with 25 W load step change (i.e., 56% of full load step change) in one voltage

domain, as shown in Fig. 4.45b. In the test, each series-stacked voltage domain was

connected to an electronic load. All the load currents were kept at 1 A except for

the current at port #6, which was stepped up from 1 A to 6 A and then returned

back to 1 A. The MAC-DPP converter can successfully limit the overshoot of the

219



4. Granular Power Architecture with Series Coupled Magnetics

(a) (b)

Figure 4.45: (a) Transient response when hot-swapping an entire voltage domain (re-
moving 5 HDDs from port #5) of the HDD server testbench. Voltage measurements
are ac-coupled, and current measurements are dc-coupled. (b) Transient response of
a 25 W step load change at port #6. The settling time is 0.5 ms, and the voltage
overshoot is less than 250 mV. Voltage measurements are ac-coupled, and current
measurements are dc-coupled.

“hot-swapping” port voltage to 250 mV with only 0.5 ms settling time, fulfilling the

5% voltage ripple requirements. Fig. 4.45b also indicates that the load step change

in one port induces voltage fluctuation on other ports (e.g., V5), but they can also be

effectively controlled by the DPS control strategy. These hot-swapping experiments

verified that the designed MAC-DPP prototype is capable of maintaining a smooth

operation of the HDD server against the worst-case hot-swapping scenarios.

Benefiting from the control strategy to support hot-swapping, the DPP system is

robust against device failure. By connecting a protection device in series with the

loads in each voltage domain which fails as open (e.g., a fuse or a current limiting

device), the challenge of managing a failure condition is translated into managing a

hot-swapping transient - the voltage domain which has a fault condition is removed

from the series stack and the power is instantly redistributed.

Hot swapping leads to unbalanced load power, yielding reduced system efficiency.

As more voltage domains are swapped out, the power mismatch between different

voltage domains usually increases. Fig. 4.46 shows the measured system efficiency
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Figure 4.46: Measured system efficiency when different number of voltage domains
are swapped out. The average overall load power is annotated aside each data point.
The system efficiency drops as more HDDs are removed.

(a) (b)

Figure 4.47: Thermal images of the MAC-DPP prototype in (a) balanced load and
(b) hot-swapping an entire voltage domain. The thermal images were taken at 25°C
ambient temperature after the testbench running for 10 min without forced air flow.

in the random reading/writing test when different numbers of voltage domains were

swapped out. The overall load power decreased as more voltage domains were re-

moved, and the system efficiency also dropped. In the worst case where nine voltage

domains were out, the system efficiency dropped to 94.7%. Under this circumstance,

power was delivered to the load bypassing nine voltage domains. The lowest effi-

ciency, 94.7%, is still comparable to that of the state-of-the-art 10:1 dc-dc converters.

A DPP solution can offer much higher efficiency than dc-dc converters in most cases.

Fig. 4.47 shows the thermal images of the MAC-DPP converter operating in dif-

ferent load conditions. Both thermal images were taken after the testbench running
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for over 10 minutes. The experiment is performed under 25°C ambient temperature

with no forced airflow. At the beginning when all HDDs were doing the same random

reading/writing tasks, the load power was very balanced with only a small amount

of differential power to be processed by the MAC-DPP converter. The temperature

distribution on the MAC-DPP converter was uniform, and little hot-spot could be

observed. The transformer is the hottest component due to core loss. When all five

HDDs of an entire voltage domain were removed, the hot-swapping port delivered

about 9 W differential power to the other 9 ports. Since the current at the hot-

swapping port was roughly the summation of currents of all other 9 ports, its loss

was much higher than others. A significant temperature rise was observed at the

hot-swapping port (port #8 in this case) as shown in Fig. 4.47b. In this worst case,

the temperature of the MAC-DPP converter was still maintained lower than 40 °C

without forced air cooling.

Fig. 4.48 compares the system efficiency and power density of the MAC-DPP pro-

totype with many state-of-the-art commercial 48V-to-5V dc-dc converters. Benefiting

from the DPP architecture and the single “dc-ac-dc” power delivery path, the MAC-

DPP prototype can support a 450 W HDD server with about 1 W of loss (99.77%

system efficiency), reducing the power loss by 10x compared to most of the commer-

cial products. By employing the MAC-DPP topology, the prototype has a smaller

overall magnetic volume and lower component count compared to many other DPP

topologies. The MAC-DPP converter is miniaturized with a power density above

700 W/in3, which is higher than most commercial products. The voltage sampling

circuit and isolated driving signal circuit are all included in the MAC-DPP proto-

type and are considered in volume calculation. The microcontroller (TI F28379D) is

off-board and is not included in the power density calculation.

In data centers, hardware infrastructure and software algorithms will have an

impact on the power consumption, and thus influencing the performance of power
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Figure 4.48: Comparison of the 10-port MAC-DPP prototype with many state-of-
the-art commercial 48V-5V dc-dc converters. The MAC-DPP converter achieves over
10x power loss reduction compared with most of industry products with top-ranking
power density. This comparison is based on the DPP system efficiency. The port-to-
port converter efficiency is shown in Fig. 4.36a. The size of the microcontroller is not
included in the volume calculation.

converters. There are opportunities to investigate software, hardware, and power co-

design of large-scale computing systems in data centers, such as CPU/GPU clusters,

memory banks, and HDD arrays. RAID (Redundant Array of Independent Disks)

is a popular data storage architecture adopted in commercial cloud storage HDD

arrays [180]. It combines multiple HDDs into one or more logical units in order to

improve storage reliability or storage speed. Fig. 4.49a demonstrates two typical

RAID configurations: (a) RAID 0, where the data is divided into multiple parts

(namely striped) and written into multiple disks in parallel; there is no redundancy

of data, but the storage speed is improved. (b) RAID 1, where the data is duplicated

and stored in multiple disks (namely mirror); the storage speed is the same as for a

single disk, but the storage reliability is improved due to the data redundancy. Other
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(a) (b)

Figure 4.49: (a) Two different RAID levels: RAID 0 (striped volume) and RAID 1
(mirrored volume) [180]. (b) Implementation of different RAID levels on the 10 × 5
HDD array. HDDs can be vertically or horizontally grouped into RAID systems.

RAID levels like RAID 5 (striped with parity check), RAID 10 (striped and mirrored),

etc., are extensions of these two RAID levels.

The MAC-DPP system was tested together with different storage architectures.

RAID 0 and RAID 1 levels were applied, and a 10 GB file chunk was utilized as a

testing sample. Fig. 4.49b shows the implementation of four different RAID levels on

the 10× 5 HDD array. The following five modes were tested:

1. Vertical RAID 0: The 10 GB file chunk was striped into 10 HDDs across 10

voltage domains. Each HDD was written into 1 GB file chunk.

2. Horizontal RAID 0: The 10 GB file chunk was striped into 5 HDDs within

one voltage domain. Each HDD was written into 2 GB file chunk.

3. Vertical RAID 1: The 10 GB file chunk was mirrored into 2 HDDs across

two voltage domains. Each HDD was written into 10 GB file chunk.
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4. Horizontal RAID 1: The 10 GB file chunk was mirrored into 2 HDDs within

one voltage domain. Each HDD was written into 10 GB file chunk.

5. Direct Storage: The 10 GB file chunk was directly written into one HDD.

A systematic performance analysis of the HDD server is performed. Time con-

sumption, system efficiency, and energy consumption of the HDD array when writing

the 10 GB file sample under different storage strategies were measured in LabVIEW,

and the experimental results are shown in Fig. 4.50. As indicated by the results,

RAID 0 offers faster transmission speed due to the mechanism of parallel storage.

Although RAID 1 needs higher HDD energy consumption, it provides higher storage

redundancy. Fig. 4.50b shows that vertical RAID 0 has the highest system efficiency.

Horizontal RAID 1 is the least efficient. This is because the load distribution of

vertical RAID 0 is the most balanced across different voltage domains, but horizon-

tal RAID 0 has the most unbalanced load distribution. The difference of system

efficiency in different HDD storage architecture will be more distinct in larger HDD

arrays with more HDDs included in the storage tasks. Due to the limited bandwidth,

the advantages of parallel storage speed were not completely exploited. Because of

these non-ideal factors involved in the test, a more rigorous study is needed to fully

reveal the advantages and disadvantages of grouping HDDs in different ways. How-

ever, it can still be distinctly concluded from the results that vertical RAID modes

have higher system efficiency and lower energy consumption compared with the hori-

zontal counterparts due to more balanced power distribution among different voltage

domains. It suggests that storage algorithm and storage architecture in data centers

can be optimized to allocate storage tasks more balanced across different voltage do-

mains, creating a more balanced load power, and thus greatly improving the overall

performance of the system.
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(a) (b)

(c)

Figure 4.50: Experimental results of writing test under different storage architec-
tures. HDD server performance was analyzed in multiple aspects including: (a) time
consumption; (b) system efficiency; (c) energy consumption of the overall system
(including working/idling HDDs and backplanes), or just the HDDs accessed by the
writing test.

4.6.3 LED Screen Testbench

To validate the stochastic model, a 30×20 LED array was built and tested as a large-

scale DPP system with probabilistic load distribution. Random load tasks (indepen-

dent or correlated) were set up and assigned to the LED array, which is supported by

the MAC-DPP converter. Measured average DPP power loss was compared to the

expected conduction power loss predicted by the model to validate scaling factors.

The analytical framework developed in this chapter is applicable to a range of DPP

applications. An extended application study and model verification on a data storage

server powered by DPP are provided in Appendix B.3.

Recall that the stochastic model captures conduction losses, expected to domi-

nate scale-dependent DPP system losses. Switching loss, core loss, and control and
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Figure 4.51: (a) Experimental test bench with a 30×20 LED array. (b) Power and
signal configuration. 600 LEDs are divided into 10 series-stacked voltage domains and
supported by the 10-port MAC-DPP converter. Each LED is individually addressable
from the MCU controller.

auxiliary losses could be weakly load dependent, so the key validation challenge is to

determine whether total losses measured in experiments show the same scaling effects

as conduction losses in the model.

Fig. 4.51 shows an overview of the test bench. The 30×20 LEDs were divided

into ten voltage domains, connected in series to a 50 V dc bus. Each voltage domain

supplied 5 V to 60 LEDs, and the full load power of the 600-LED screen is 108 W.

Differential power of the ten domains was processed by the 10-port MAC-DPP proto-

type [22]. All 60 LEDs in each voltage domain were controlled by a serial signal path

connected to a digital pin on the microcontroller (Arduino Mega) through a digital

isolator (ADuM1200). Each LED was controlled individually by the microcontroller

(MCU). A LabVIEW measurement system (cDAQ-9178 & NI9221 & NI9227) moni-

tored and recorded total input power, load power of each voltage domain, and average

power loss of the DPP system, in real time.

Fig. 4.52a shows the MAC-DPP prototype. A ten-winding printed-circuit-board

(PCB) transformer in the center is surrounded by ten half-bridge ports. Each port

couples one voltage domain to the transformer, and has the same Rout as that of a

full-bridge implementation given the same switch die area and magnetic size. The

prototype measures 4 cm × 3.5 cm × 0.76 cm, switches at 100 kHz, and supports up
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Figure 4.52: (a) The 10-port MAC-DPP prototype. (b) Equivalent circuits of the
MAC-DPP prototype when delivering power from 5 ports to 5 ports (VIN = VOUT =
5 V). (c) Measured power loss vs. output current square for 5-port-to-5-port power
delivery. This measurement is performed on common ground without sampling resis-
tors, etc., so the 485 mW control and auxiliary losses are not captured in static loss.

to 450 W system power with a power density of 700 W/in3. More details about the

prototype can be found in Section 4.6.1.

Rout of each port was measured with a five-port-to-five-port power delivery test

in which five ports are connected in parallel as the input and five other ports are in

parallel as the output. Fig. 4.52b depicts the equivalent circuit of this test. In this

case, the DPP prototype is equivalent to a dc-dc converter with an output resistance

of 2
5
Rout. The measured power loss versus I2out is plotted in Fig. 4.52c. Measured

data are fitted with a line. The slope is the output resistance 2
5
Rout and the intercept

comprises switching loss and magnetic core loss. The Rout value is estimated as 0.12 Ω.

As shown in Fig. 4.37b, if switching at 100 kHz, the estimated core loss is 156 mW,

the switching loss is 26 mW and the sum is 182 mW. The current meter (NI-9227)

was calibrated with an Agilent 34401A digital multimeter. Its tolerance is ±1 mA

on a 5 A scale, translating into 50 mW of power measurement tolerance on the full

50 V stack, or 5 mW for each 5 V port. Control and auxiliary losses (including

level shifters, resistive dividers, etc.) were measured with inactive switches, and

totalled 485± 50 mW. Gate drives were powered from a separate source (which also
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powers the microcontroller and other auxiliary circuits). Thus, estimated loss above

and beyond conduction loss totals 667 ± 50 mW. This difference is observed in all

measurements. As will be noted below, it is load independent and has minimal

impact on scaling. Since this section is not seeking to design an extreme-performance

DPP implementation on the LED screen and it is vital to have extensive real-time

measurements, control overhead power is not optimized in the design and might be

higher than in a commercial implementation.

In the random load experiment, power to each LED is controlled by a random

variable ξ that follows a Bernoulli distribution, Bernoulli(p). Here, p is the probability

of turning on the LED. The load power of each LED therefore follows Pij = ξPon,

where Pon = 0.18 W is the power consumption of one LED at full brightness, and the

value of ξ ∈ {0, 1} is updated once per second. By changing the turn-on probability

p, the number of active loads per voltage domain M , and the vertical and horizontal

load correlations, various random load tasks can be set up on the LED screen.

Fig. 4.53 illustrates the method for comparing measured average power loss to

expected power loss from the stochastic model. Fig. 4.53a shows the instantaneous

input system power and domain power measured by LabVIEW when performing a

particular random load task. Measured average power loss over time is displayed in

Fig. 4.53b. For each random load task in the experiments, the full system is operated

long enough for measured average power loss to converge (typically 10 min).

The expected power loss is obtained from statistics of the sampled domain power

waveforms. As shown in Fig. 4.53c, measured power waveforms of all voltage do-

mains are sampled every second for two minutes and plotted in the vertical correlation

matrix. Fig. 4.54 zooms in on three example diagonal and non-diagonal entries in

Fig. 4.53c. The diagonal entries (such as Fig. 4.54a and Fig. 4.54b) are histograms of

domain powers P1(t) through P10(t). The variance of each domain power, Var[Pk(t)] in

part 1 of (4.18), can be obtained from the histograms. Horizontal correlation within
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Figure 4.53: (a) Measured total input power and each domain power in LabVIEW. (b)
Measured average power loss of the DPP system in LabVIEW. (c) Vertical correlation
matrix based on sampled data (2 min) of each domain power. Diagonal histograms
plot the distribution of each domain power. Non-diagonal scatter plots depict power
correlation between each pair of domains and the correlation coefficients.

a voltage domain is also reflected in the probability distribution of each diagonal

histogram. The non-diagonal scatter plots (such as Fig. 4.54c) describe vertical cor-

relation coefficients between any two domain powers. For scatter plots in Fig. 4.53c,

red boxes show positive correlation, blue boxes show negative correlation, and green

boxes show weak correlation. Cov[Pi(t), Pj(t)] in part 2 can be obtained from corre-

lation coefficients of non-diagonal scatter plots. The statistical information provided

in Fig. 4.53c can be used in the developed stochastic model to predict the expected

power loss of a DPP system.

To validate stochastic model scaling with M and σ2
0, we perform two experiments

as shown in Fig. 4.55. In the M scaling experiment (Fig. 4.55a), sets of 12 LEDs in

each voltage domain are bundled as one load and controlled by one random variable.

The turn-on probability of each load is fixed at 0.5. By controlling the number of
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(a) (b) (c)

Figure 4.54: Example zooms from Fig. 4.53c: (a) diagonal histogram of domain #1;
(b) diagonal histogram of domain #2; (c) non-diagonal scatter plot of domain #1
power and domain #2 power.
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Figure 4.55: Experimental setup to validate the model as: (a) M increases; (b) σ2
0

increases.

active loads (non-active loads are kept off), M can be adjusted from 1 to 5. Fig. 4.56

compares measured average loss and expected loss with and without horizontal cor-

relation as M increases. The figure shows the conduction loss from the model, the

model loss plus the estimated 667 mW overhead (shown as calibrated loss), and the

total measured loss. The results confirm that average power loss of this ac-coupled

DPP circuit scales linearly with M when loads are independent, but scales quadrati-

cally with M with worst-case horizontal correlation, as predicted by (4.12) and (4.22).

The tracking match is as tight as the power measurement tolerance supports, with

error bounds (±50 mW) highlighted.

To test σ2
0 scaling, all 60 LEDs in each voltage domain are bundled as one load as

shown in Fig. 4.55b, and the load power variance is adjusted by changing the turn-on
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(a) (b)

Figure 4.56: Comparison between expected power loss and measured average loss
as M increases in the case of: (a) independent load; (b) worst-case horizontal load
correlation. The calibrated loss is the sum of the modeled loss and the estimated
667 mW overhead.

Figure 4.57: Comparison between expected power loss and measured average loss
when σ2

0 increases. The calibrated loss is the sum of modeled loss and the estimated
667 mW overhead.

probability p. Fig. 4.57 compares the measured average loss and expected loss as a

function of σ2
0. The figure shows the conduction loss from the model, the calibrated

loss with added 667 mW overhead, and the measured total loss. The average loss of

this ac-coupled DPP circuit increases linearly with load variance σ2
0, consistent with

the scaling factor in (4.12). The tracking match is as tight as power measurement

tolerance supports.

Fig. 4.58 shows the setup to test horizontal correlation. In the experiment, each

LED is controlled individually with p = 0.5. Positive horizontal correlation is created
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𝝆 = 𝟏 𝝆 = 𝟏 𝝆 = 𝟏

Figure 4.58: Experimental setup for horizontal correlation. Here, each horizontally
correlated group contains two correlated LEDs with ρ = 1.

Independent

(a)

6 LEDs/Group

(b)

20 LEDs/Group

(c)

60 LEDs/Group

(d)

Figure 4.59: LED screen pattern, power waveform and the probability histogram of
domain #1 when 60 LEDs of each voltage domain are: (a) independent; (b) horizon-
tally grouped with 6 LEDs/group; (c) horizontally grouped with 20 LEDs/group; (d)
horizontally grouped with 60 LEDs/group.

by dividing 60 LEDs in a voltage domain equally into horizontally correlated groups

in which ρ = 1 for LEDs within a group. Fig. 4.58 shows an example in which

each horizontal group contains two LEDs. By increasing the number of LEDs in a

horizontal group, a stronger positive horizontal correlation is created.

Figs. 4.59 and 4.60 show experimental results for horizontal correlation. Fig. 4.59

shows four cases of horizontal correlation as LEDs of each voltage domain shift from

independent to fully correlated. The number of correlated LEDs per group increases

from zero (i.e., independent), to six LEDs, 20 LEDs, and then 60 LEDs per group.

When all LEDs are independent, the domain power consumption has a single smooth

peak in histogram that follows a binomial distribution, and variance is small. When
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Figure 4.60: Comparison between expected power loss and measured average loss as
the number of LEDs per horizontal group increases. A larger number of LEDs per
group represents a stronger positive horizontal correlation. The calibrated loss is the
sum of modeled loss and estimated 667 mW overhead.

LEDs are horizontally correlated and the number of LEDs per correlated group in-

creases, multiple split peaks appear in the histogram, with a higher power variance, as

indicated by the power waveforms and probability histograms of domain #1. Fig. 4.60

compares the measured average loss to the expected loss and the calibrated loss with

667 mW overhead as the number of LEDs per horizontal group increases. The track-

ing match to the model is as tight as the power measurement tolerance supports.

Figs. 4.59 and 4.60 confirm that positive horizontal correlation increases power vari-

ance, and thus the system needs to process more power and generates more loss.

More positive horizontal correlation leads to higher DPP system loss, consistent with

conclusions in Section 4.3.5.

To test vertical load correlation, sets of 12 LEDs in a voltage domain are bundled

as one load and controlled with p = 0.5. Each domain contains five loads in total.

As shown in Fig. 4.61, vertical correlation is created by grouping one load from each

voltage domain, with ρ = 1 for loads within a vertical group. Fig. 4.61 demonstrates

an example with two vertically correlated groups. By increasing the number of cor-

related groups, stronger positive vertical correlation can be generated. In this case,
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Figure 4.61: Experimental setup for vertical load correlation. Here is an example in
which two vertically correlated groups are set up. In each vertical correlated group,
ρ = 1 for any two loads within the group.

loads in each domain are controlled by five independent random variables, i.e., loads

are vertically correlated but horizontally independent. The distribution and variance

of each domain power (part 1 of (4.18)) remain unchanged. DPP power loss variation

in this experiment is only related to vertical load correlation (part 2 of (4.18)).

Fig. 4.62 shows experimental results for vertical correlation. Fig. 4.62a plots the

power distribution histogram of domain #1 and power correlation between domains

#1 and #2. As the number of vertically correlated groups increases, positive load

correlation across voltage domains becomes stronger and ρV increases from 0 to 1.

During this process, the power distribution histogram of each voltage domain changes

little, as expected. The measured average loss, calibrated loss with 667 mW overhead,

and expected loss are compared in Fig. 4.62b. The average loss of a fully-coupled

DPP system decreases when ρV increases, validating the conclusions in Section 4.3.5.

Again, the tracking match is as tight as the power measurement tolerance supports,

and error bounds are highlighted.
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(a) (b) (c)

Figure 4.60: Power distribution histogram of domain #1 and power correlation graph
between domains #1 and #2 when the number of vertically correlated groups is (a)
zero (independent), (b) three, (c) five (fully-correlated).

Figure 4.61: Comparison between expected power loss and measured average loss as
the number of vertically correlated groups increases. A larger number of correlated
groups represents a stronger positive vertical correlation. The calibrated loss is the
sum of modeled loss and estimated 667 mW overhead.

system decreases when ρV increases, validating the conclusions in Section ??. Again,

the tracking match is as tight as the power measurement tolerance supports, and

error bounds are highlighted.

148

(a) (b)

Figure 4.62: (a) Power distribution histogram of domain #1 and power correlation
graph between domains #1 and #2 with different number of vertically correlated
groups. (b) Comparison between expected power loss and measured average loss as
the number of vertically correlated groups increases. A larger number of correlated
groups represents a stronger positive vertical correlation. The calibrated loss is the
sum of modeled loss and estimated 667 mW overhead.

4.6.4 A Buck SVC for the 10-Port MAC-DPP

To validate the SVC concept, a buck SVC is built and tested with the 10-port MAC-

DPP converter. The details of the DPP converter are introduced in Section 4.6.1.

Here, we focus on the impacts of SVC on the DPP operation. Fig. 4.63 shows the

circuit topology of the buck SVC and the 10-port DPP converter. Ten voltage domains

are connected in series and fully-coupled by a multi-winding transformer through

half-bridge circuits. The DPP converter functions to balance the differential power

among series loads, making the dc bus voltage (VDPP ) evenly distributed into ten

series-stacked voltage domains. The buck SVC is attached to the first voltage domain

with the negative terminals of its input and output ports connected to the negative

terminal of the first domain and its switch node linked to the DPP dc bus through a

filter inductor. By controlling the duty ratio of the buck SVC, the DPP dc bus voltage

can be regulated. Besides input voltage regulation and partial power processing, the

buck SVC offers the following additional advantages for DPP system operation:
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Figure 4.63: Circuit topology of a buck SVC attached to the MAC-DPP converter.

� Soft Start : In a DPP architecture, multiple voltage domains are connected in

series to the input side. If the input voltage has a high slew rate at startup, a

small power unbalance might cause significant voltage overshoot at some of the

series voltage domains, leading to severe damage to the loads in that voltage

domain. By adjusting the duty ratio, the buck SVC can control the voltage

difference between the input bus and the load, limiting the load voltage slew

rate during startup or input transient.
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� Fault Protection: In fault conditions, the buck SVC can provide fast protection

by disabling the upper arm switch and detaching the DPP loads from the input

dc bus as shown in Fig. 4.63.

As indicated in Section 4.6.4, voltage regulation ratio of the buck SVC needs

to follow Mv > 0.5, to maintain the total SVC incurred power processing lower

than full load power. In addition, to keep the buck SVC component stress lower

than a standalone buck converter, Mv should be larger than the crossing point in

Fig. 4.33, which is Mv > 0.76 for Ks = 0.1 in this design. Considering both the

two requirements, the buck SVC is designed to operate in the regulation range of

0.76 < Mv < 1. Based on the regulation range, we design the power ratings for the

buck SVC and the DPP converter. Note that the buck SVC may still function when

operating out of this range, but the power rating design for other feasible regulation

ranges can follow the discussions below.

Power ratings of the buck SVC and the DPP converter should be designed for

their maximum processed power in all operating scenarios. Assume load power of

each voltage domain (Pload,i) is within the range of [0, Pmax]. The power processed by

the buck SVC is

PSV C = ρSV C × PIN = (1− 0.9Mv)×
10∑

i=1

Pload,i. (4.62)

According to (4.62), the buck SVC processed power reaches maximum when all volt-

age domains consume Pmax, and the voltage regulation ratio Mv = 0.76. The maxi-

mum value is 3.16Pmax, so the buck SVC power rating should be larger than 31.6%

of the maximum system load power (i.e., 10Pmax).

In Fig. 4.63, the buck SVC processed power is only delivered to the first voltage

domain, so the power rating requirement for the first DPP port is different from that

of the other nine ports. In the first voltage domain, the differential power processed
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Figure 4.64: Normalized power rating of the buck SVC and the 10-port DPP con-
verter. Power ratings are normalized to the maximum system power.

by the DPP converter is

PDPP,1 = PSV C − Pload,1 = ρSV C

10∑

i=1

Pload,i − Pload,1. (4.63)

Here, ρSV C ∈ [0.1, 0.316] for Mv ∈ [0.76, 1]. Therefore, the maximum differential

power processed for the first domain is reached when the first domain consumes zero

power and each of the other nine domains consumes Pmax at the regulation ratio of

Mv = 0.76 (i.e., ρSV C = 0.316). The maximum value is 2.84Pmax, so the power rating

for DPP port #1 should be larger than 28.4% of the maximum system load power.

As for voltage domains 2∼10, differential power processed by the DPP converter

for each voltage domain is

PDPP,m(m≥2) =
PIN − PSV C

9
− Pload,m =

1− ρSV C

9

10∑

i=1

Pload,i − Pload,m. (4.64)

Different from the first voltage domain, the maximum differential power processed by

the mth (m ≥ 2) voltage domain is reached when the mth domain consumes Pmax and

each of the other nine domains consumes zero power at Mv = 0.76. The maximum

value is 0.92Pmax, so the power rating for DPP ports #2∼#10 should be larger than

9.2% of the maximum system load power. Fig. 4.64 shows the normalized power

rating requirements for the buck SVC and the 10-port DPP converter. As shown in
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the figure, the buck SVC can have a significantly reduced power rating compared to

the maximum system power. Fig. 4.64 also indicates that the SVC processed power

delivered to the first domain brings additional differential power conversion stress to

the DPP converter and increases the power rating requirement for the first DPP port.

In the SVC-DPP architecture, SVC output capacitor and DPP system input ca-

pacitor decouple the dynamics of the SVC stage and the DPP system, so the buck

SVC and the DPP converter can be controlled separately. Existing voltage regula-

tion methods for a buck converter can be easily applied to the buck SVC. Fig. 4.65a

shows one way of implementing the closed-loop control for the buck SVC. The DPP

string voltage (VDPP ) is regulated by controlling the duty ratio (D) of the buck stage.

According to Table 4.6, the regulated DPP string voltage can be formulated as a

function of VIN and D:

VDPP =
10D

9D + 1
× VIN . (4.65)

Eq. (4.65) indicates that the DPP string voltage monotonically increases as the duty

ratio increases. Therefore, a PI feedback loop can be applied to regulate the DPP

string voltage. The feedback loop adjusts the duty ratio based on the sampled DPP

string voltage as shown in Fig. 4.65a. The 10-port DPP converter works as a ten-

active-bridge converter, and the power flows among all the ports are controlled by

phase-shift modulation. To balance the voltage of series domains, a distributed phase-

shift control strategy is applied, where an individual feedback loop is implemented in

each domain to control the phase-shift based on the locally measured voltage [144].

To experimentally validate the analysis, a buck SVC was built and tested.

Fig. 4.65b shows the picture of the buck SVC and DPP converter prototype in

comparison with a U.S. quarter. The prototype is designed to support ten series

voltage domains with 50 V overall string voltage, and each domain can supply 5-V

loads, such as hard disk drives or LEDs, etc. The buck SVC operates to regulate

50 V∼65 V input voltage into 50 V for the DPP system. In this input range, ac-
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Figure 4.65: (a) Control block diagram. (b) Prototype of the buck SVC and the
10-port DPP converter in comparison with a US quarter.

Table 4.10: Bill-of-Material of the Prototype

Component & Symbol Description

SVC Half-Bridge Switch, SR DrMOS, LMG5200MOFT
SVC Series Inductor, LR WE-HCM Shielded, 1.5µH
SVC Switching Frequency, fsw 500 kHz

DPP Half-Bridge Switch, S1 ∼ S10 DrMOS, CSD95377Q4M
DPP Blocking Capacitor, C1 ∼ C10 Murata X5R, 100 µF × 3
DPP Series Inductor, Ls1 ∼ Ls10 Coilcraft SLC7649, 100 nH
DPP Switching Frequency, fsw 100 kHz
DPP Transformer Core Ferroxcube, ELP18-3C95
DPP Transformer Winding 2 oz single turn per winding

cording to (4.50), the buck SVC only processes 10%∼31% of the overall load power.

Board area of the buck SVC is about 1/4 of the DPP converter and is comparable

to a U.S. quarter. Table 4.10 lists the key component values and parameters of the

prototype. Detailed component volume breakdown of the prototype is plotted in

Fig. 4.66. Fig. 4.67a shows an example application, where the SVC-DPP architecture

is powering a 30×20 LED array. The 600 LEDs are evenly divided into ten groups,

and LEDs in each group are connected in parallel in one 5-V voltage domain. DPP

converter is operated to balance power difference among different LED groups and
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Figure 4.66: Component volume breakdown of buck SVC and DPP converter.
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Figure 4.67: (a) Picture of an example application. The SVC-DPP is powering a
600-LED screen. (b) Power and signal configuration of the SVC-DPP system.

maintain stable 5 V for each voltage domain. Fig. 4.67b shows the power and signal

configuration of the SVC-DPP system with programmable LED arrays.

Fig. 4.68a shows the measured steady-state voltage and current waveforms. Here,

the input dc bus voltage is 55 V. The buck SVC can effectively compensate for the

difference between the input voltage and the DPP string voltage, converting 55 V

into 50 V for the DPP system. The duty ratio of the buck SVC is 50%, consistent

with (4.65). Fig. 4.68b shows the regulated DPP string voltage and the voltage of

domain #1 during the input voltage ramping transient. Both the DPP string voltage

and the voltage of domain #1 remain stable during the transient, validating the SVC

and DPP control strategy.
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Figure 4.68: (a) Measured waveforms of input dc bus voltage, regulated DPP string
voltage, and the gate driving signal and inductor current of the buck SVC. (b) Mea-
sured waveforms of DPP string voltage and the voltage of domain #1 when input
voltage ramps up and down between 55 V and 60 V. Input dc bus voltage is measured
in dc coupling; DPP string voltage and the voltage of domain #1 are measured in ac.

In the SVC-DPP architecture, the DPP converter needs to cope with both the

inherent power mismatch of the series loads and the power imbalance caused by SVC.

The system efficiency is defined as the total load power divided by the input power.

We first only consider the power imbalance caused by SVC by assuming identical

load power across series voltage domains. In this case, the system efficiency describes

the average performance of the SVC-DPP system with matched average domain load

powers. The best-case and worst-case load distributions are discussed later, and the

corresponded system efficiencies are plotted to show the upper and lower efficiency

limits of the SVC-DPP system.

Figure 4.69 shows the efficiency curves and power loss breakdown in the case of

identical domain load powers. Fig. 4.69a plots the measured SVC converter efficiency,

DPP converter efficiency, and the system efficiency when SVC is converting 55 V input

voltage into 50 V DPP string voltage. Losses of control and auxiliary circuits are

not included here. In the figure, the SVC processed power and the DPP processed

differential power are labeled along the curves, and both of them are only a small

portion of the total load power, leading to significantly improved system efficiency.
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Figure 4.69: (a) Measured SVC converter efficiency, 1-port-to-9-port DPP converter
efficiency, and the system efficiency when SVC converting 55 V input dc bus voltage
into 50 V DPP string voltage. The SVC processed power and the DPP processed
differential power are labeled along the curves. (b) Power loss breakdown of SVC and
DPP converter at 100 W system load power.

As shown in Fig. 4.69a, the maximum SVC processed power at 55 V input voltage

is 53.9 W, indicating over 290 W system power according to (4.50). In Fig. 4.69a,

the peak converter efficiency of the buck SVC and DPP converter (measured in the

1-port-to-9-port power delivery case) is around 95%, but the efficiency of the full

SVC-DPP system can be much higher, achieving 98.8% peak efficiency at around

80 W load power while losing less than 1 W. Detailed power loss breakdown when

SVC converting 55 V to 50 V for the DPP system with 100 W load power is plotted

in Fig. 4.69b. The labeled conduction loss for SVC converter covers all resistive paths

except for inductor winding wire, whose loss is included in inductor ac and dc loss.

For DPP converter, the labeled conduction loss covers all resistive paths. Based on

the manufacturer’s core loss calculation tool (Coilcraft Inductor Analyzer), the DPP

inductor (Coilcraft SLC7649S-100nH) core loss at this operating point is negligible

and is not included in the graph. In Fig. 4.69b, the majority power loss of the system

is the conduction loss at this operation point. Fig. 4.70a plots the system efficiency

of different input voltages in the case of identical domain load powers. When the

input voltage increases, the voltage regulation ratio Mv decreases. As indicated by
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(a) (b)

Figure 4.70: (a) System efficiency when converting input dc bus voltage from 55 V,
60 V, 65 V into 50 V for DPP system with identical domain load powers. (b) System
efficiency in the best-case and the worst-case load distributions. The buck SVC is
converting 55 V input voltage into 50 V DPP string voltage.

Figs. 4.30a and 4.30b, the power processed by the buck SVC and the DPP converter

will increase as Mv decreases, yielding higher loss and lower system efficiency.

To examine the best-case and worst-case load distributions for the system effi-

ciency, both the inherent power mismatch of series loads and power imbalance caused

by SVC need to be considered. As indicated by (4.50), the SVC processed power

ratio (ρSV C) only depends on Mv and Ks. Therefore, in a specific SVC-DPP sys-

tem (i.e., when Mv and Ks are fixed), SVC processed power and its generated power

loss will be determined by the total load power regardless of load distribution. The

impacts of load distributions on the total power loss and system efficiency lie in dif-

ferential power processing. Fig. 4.71 shows the load distribution for the best-case

and worst-case system efficiencies when SVC is regulating 55 V input voltage to 50 V

DPP string voltage. Denote the total load power as Ptot, then the SVC processed

power is fixed at 2
11
Ptot, which is directly delivered to the first voltage domain. In

the best-case load distribution, domain #1 consumes 2
11
Ptot, and each one of do-

main #2∼#10 consumes 1
11
Ptot, as shown in Fig. 4.71a. In this case, power of each

domain is balanced, so the DPP converter doesn’t need to deliver differential power
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Figure 4.71: Load distributions of: (a) best-case system efficiency; (b) worst-case
system efficiency. The buck SVC is converting 55 V input voltage into 50 V DPP
string voltage.

and total power loss is minimized. It is noticeable in Fig. 4.71a that the best-case

load distribution of an SVC-DPP system is different from a conventional DPP system

due to the power imbalance caused by SVC. In the worst-case load distribution, do-

main #1 consumes zero power and one of domain #2∼#10 consumes Ptot. Fig. 4.71b

shows one example of the worst-case load distribution, where the total processed dif-

ferential power and generated power loss are maximal. Fig 4.70b plots the system

efficiency in the best-case and worst-case load distributions. System efficiency curve

of any other load distribution will be located in between. As shown in the figure, the

peak system efficiency in the best case reaches 99% and even the worst-case system

efficiency can reach 92.3%. In a well-designed DPP system, however, the worst-case

load distribution rarely happens.

In summary, the SVC leverages the partial power processing concept and only

compensates for the voltage difference between the input voltage and the DPP string

voltage. The DPP converter only processes the differential power among the series-

stacked voltage domains and inherits natural voltage step-down. An SVC may induce
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additional power conversion stress to the DPP, and the system should be jointly

optimized to achieve optimal performance.

4.7 Chapter Summary

In this chapter, a granular power architecture with series coupled magnetics, namely

MAC-DPP architecture, is developed to support large-scale modular energy systems.

Benefiting from differential power processing, the MAC-DPP architecture can sig-

nificantly reduce the power conversion stress. It couples all series-stacked voltage

domains through a series coupled multi-winding transformer, featuring reduced com-

ponent count, smaller magnetic volume, and less differential power conversion stages

compared to other DPP solutions.

To explore the performance scaling limit of DPP systems, this chapter develops a

stochastic analytical framework which estimates average power loss of various DPP

topologies under probabilistic load distributions. Scaling factors are introduced to

describe how power loss scales as the dimension (N , M), average load power (µ0),

and load power variance (σ2
0) of a modular load array increase. The scaling char-

acteristics of general DPP topologies were analyzed and compared. The analytical

framework was verified by both SPICE simulations and experiments, and the com-

parison results indicate that the proposed MAC-DPP solution stands out from other

explored DPP solutions, although SC solutions are equally good if FSL applies. The

analytical framework, scaling factors, and stochastic models provide useful guidelines

for designing large-scale DPP systems.

Essentially, a MAC-DPP converter is a MIMO system. To precisely control the

MIMO power flow and regulate port voltages, this chapter presents two solutions

based on a feedback control and a feedforward control, respectively. A systematic

small signal modeling approach is first derived to guide the control loop design of

large-scale MAC-DPP systems. The small signal model captures the impact of the
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lossy component in a MAC converter with an output resistance and can be easily ex-

tended to capture the transfer function of a MAC converter with arbitrary number of

ports. Based on the small signal model, the feedback control strategy with distributed

phase-shift modules is designed, which is simple, robust and scalable. The proposed

distributed control strategy can effectively keep voltage stable in the worst-case hot-

swapping scenario of data storage servers. For the feedforward control framework, a

customized Newton-Raphson solver is designed to identify the cross-coupled control

variables in the nonlinear power flow equations. The feasible target powers as well as

the convergence initial solutions are discussed.

To validate the granular MAC-DPP architecture and theoretical analysis, a 450 W

10-port MAC-DPP converter was designed and tested on both a 600-LED screen and

a 50-HDD data storage server. On the LED testbench, different independent and

dependent random load tasks have been created and assigned to the LED screen. The

measured loss scaling trends match well with the predicted results from the developed

stochastic loss model. The modified HDD server is the first data storage server

supported by series-stacked differential power processing. It can maintain normal

reading/writing operation against the worst hot-swapping scenario for the HDDs. The

storage server was also tested in an extreme case when 25 W load was hot-swapped at

one port. The transient response of the MAC-DPP system meets the requirements of

typical HDDs, and the system efficiency for a 450 W storage server remains above 99%

for a majority of operating conditions. The storage server was also tested with various

HDD storage modes including direct storage and different RAID levels. Experimental

results showed that the performance of large-scale modular information systems can

be greatly improved by software, hardware, and power architecture co-design.

Besides, this chapter presents an SVC converter that leverages partial power pro-

cessing to regulate the series-stacked string voltage of DPP systems. Compared to a

standalone dc-dc regulator, the SVC only processes a small fraction of the total load
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power but may introduce additional stress to the DPP system. A theoretical analysis

is performed to compare the summation of both the SVC processed power and the

additional power conversion stress that SVC brings to the DPP converter to the power

conversion stress of a traditional DPP architecture with a standalone pre-regulator.

The operating conditions in which the total SVC incurred power processing is less

than total load power are identified. Several SVC topologies are compared based on

their component load factors. A buck SVC converter is designed and applied to the

10-port MAC-DPP converter. In addition to improved efficiency and reduced size,

the SVC also enables soft-start and fault protection of the DPP system. Experi-

mental results show that the SVC can effectively regulate the DPP bus voltage with

minimum impact on the DPP performance.

The MAC-DPP converter, the SVC regulation stage, and the stochastic modeling

approach presented in this chapter creates a comprehensive framework for designing

and analyzing power architectures that can support large-scale modular loads with

ultra-high energy efficiency.
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Chapter 5

Conclusion

5.1 Conclusion

This thesis explores the granular power architecture for extreme performance power

conversion. Consisting of distributed switching cells with magnetics integration, the

granular power architecture can minimize power conversion stress and maximize pas-

sive component utilization, making it a promising solution to powering emerging

energy systems such as data centers, electric vehicles, and grid-scale energy storage.

The advantages of granular power conversion fundamentally come from compo-

nent scaling laws: (1) the switch RonQgd scaling indicates it is beneficial to replace

one single “large” switch with multiple “small” switches; (2) the transformer power

rating scaling suggests one “large” coupled magnetic component is superior to mul-

tiple “small” discrete magnetics; (3) capacitor energy density scaling implies “large”

and “small” capacitors are equally good. Therefore, the granular power architecture

can achieve better device performance by reducing the power loss of semiconductor

switches and decreasing the size, loss, and inductive energy storage of magnetic com-

ponents. The granular power architecture also offers many other benefits, including

smaller device power ratings and passive component sizes, higher efficiency, scala-
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bility, and functionality, as well as reduced parasitics that enable higher frequency

operation.

To fully realize the benefits of granular power architecture, a comprehensive un-

derstanding of both the magnetics integration approaches and the performance limits

of various converter topologies is essential. The thesis addresses this objective from

three major perspectives:

1. A Systematic All-in-One Magnetics Integration Approach: Chapter 2 presents a

matrix coupled all-in-one magnetic structure combining both series coupling and

parallel coupling for PWM power conversion. A step-by-step analysis framework

is developed to unveil the mechanism of current ripple reduction and current

ripple steering among the matrix coupled windings. A figure of merit is defined

to quantify the advantages gained from matrix coupling, indicating that a higher

number of phases and a stronger coupling coefficient yield larger benefits. The

matrix coupling magnetic structure and theoretical analysis are verified by a

matrix coupled SEPIC prototype which can support load current up to 185 A

at 5 V-to-1 V voltage conversion with over 470 W/in3 power density. The

matrix coupled inductor we built is 5.6 times smaller and 8.5 times faster than

commercial discrete inductors with similar current ripples and current ratings.

2. A Granular Power Architecture with Parallel Coupled Magnetics: Chapter 3

develops the MSC-PoL architecture to support high current computing sys-

tems with high efficiency and ultra-compact size. The MSC-PoL architecture

consists of multiple granular switched-capacitor and switched-inductor cells.

Parallel-coupled inductors with interleaving operation are leveraged to mini-

mize dc magnetic energy storage, reduce inductor current ripple, and improve

transient speed. The switched capacitor cells are soft charged with switched-

inductor current sources, removing the charge sharing loss and achieving mutual

balancing between capacitor voltages and inductor currents. A systematic anal-
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ysis of the intrinsic L-C resonant issue in hybrid switched-capacitor/magnetics

systems is performed, providing guidelines for control design. Both the architec-

ture and theoretical analysis are verified by a 48-to-1-V/450-A/724 W/in3 MSC-

PoL prototype, which combines many state-of-the-art technologies to achieve

PwrSiP voltage regulation for high-performance microprocessors.

3. A Granular Power Architecture with Series Coupled Magnetics: Chapter 4 de-

velops the MAC-DPP architecture to power large-scale modular energy systems

with extremely high efficiency. The proposed MAC-DPP converter utilizes one

series-coupled multi-winding transformer to connect all ports, resulting in fewer

components, smaller magnetic volume, and fewer differential power conversion

stages compared to other DPP solutions. Its granular power architecture offers

high modularity and scalability, allowing for easy expansion without customiz-

ing the design for each port. A stochastic loss model is developed to quantify

the DPP performance under random loads and a scaling factor is introduced to

explore the performance limits of various DPP topologies. Two control strate-

gies, feedback and feedforward, are proposed to regulate the MIMO power flow

and port voltages. A 10-port 450 W MAC-DPP prototype with 700 W/in3

power density is built and tested on a 50-HDD storage server, achieving 99.77%

system efficiency and demonstrating the feasibility of using DPP power archi-

tecture for data storage servers with full reading, writing, and hot-swapping

capabilities. The DPP-powered HDD server is also tested under different stor-

age architectures, highlighting the importance of software, hardware, and power

architecture co-design in next-generation data center power architectures.
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Figure 5.1: Comparison between (a) magnetic-core memory [181] and (b) prospective
power processor. In the power processor, multiple power loads and sources will store
and transfer energy through the centralized magnetic core structure.

5.2 Future Work

In the 1960s, the MIT team invented the first computer magnetic-core-based memory,

a random-access computer memory as shown in Fig. 5.1a. Multiple computing units

are storing and transmitting data through a centralized magnetic network. In this

thesis, a similar granular power architecture with distributed switching cells and

magnetics integration is discussed, providing a promising solution to future power

processors where multiple power loads and sources will store and transfer energy

through a centralized magnetic core, as demonstrated in Fig. 5.1b.

The prospective power processor consists of four basic units: 1) CMU: central

magnetics unit for energy storage and power transfer; 2) DAU: dc-ac unit for dc and

ac power conversion; 3) EBU: energy buffer unit to filter power fluctuation; 4) PRU:

power routing unit to configure input/output interfaces for surrounding sources and

loads. The power processor can potentially provide extreme performance power con-

version by leveraging the scaling trends of device performance. More importantly, it
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enables the general-purpose MIMO power architecture with a reconfigurable number

of ports as well as reconfigurable current and voltage ratings for each port.

The development of this thesis also opens up many other avenues for further

exploration, including but not limited to the following:

� In Section 4.3, a stochastic loss model is developed to evaluate DPP system per-

formance through power loss expectation. More complicated stochastic models

(e.g., Markov chain, random process, etc.) can be applied to power electronics

systems to solve some practical problems of uncertain results (e.g., reliability).

� AI techniques can be leveraged to design and control power electronics sys-

tems. For example, the magnetic components in this thesis are designed and

optimized based on traditional Steinmetz’s equation (or IGSE) which cannot

capture many operation conditions including the shape of waveforms, dc bias,

temperatures, etc. Lacking a uniform measurement standard, the provided

Steinmetz’s coefficients by manufacturers are less unconvincing, limiting the

accuracy of calculated magnetic loss. In contrast, machine learning models can

be applied to predict magnetic loss in arbitrary operation conditions [112]. AI

models can also be used to control sophisticated power electronics systems such

as multi-port converters with multi-input-multi-output power flows [182].

� Integration techniques can be utilized to improve converter performance. As

mentioned in Section 3.6.5, integrating multiple switches and drivers together

can reduce circuit parasitics, suppressing non-ideal voltage/current spikes and

ringings as well as reducing parasitic-related losses and improving efficiency.

Besides, passive components including capacitors and magnetics can also be

integrated into the package or together with the semiconductor die to achieve

miniaturized power conversion.
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� Increasing switching frequency can reduce passive component size and expand

control bandwidth. Lots of research has been performed to investigate the ad-

vantages of high-frequency (HF) and very-high-frequency (VHF) power elec-

tronics systems [28]. In Section 3.6, the MSC-PoL prototype is tested at

400∼700 kHz switching frequency. It would be meaningful to design an MSC-

PoL prototype that facilitates higher switching frequency (e.g., 1∼10 MHz) with

faster transient speed and better handling of microprocessor power dynamics.

� WBG devices will play a crucial role in next-generation power electronics sys-

tems. Given the same breakdown voltage, WBG devices offer lower resistance,

smaller footprint, and better thermal conductivity. As shown in Fig. 1.1b, the

SiC and GaN switches can theoretically reduce the power loss by about 4 times

and 8 times compared to silicon-based switches. Their lower parasitics allow

higher frequency operation. Currently, WBG devices are facing challenges in-

cluding gate driver circuit design, device packaging, and Ron degradation. Ad-

dressing these challenges will further enhance WBG device performance and

broaden their applications.

� Last but not least, this thesis envisions a promising trend to replace complicated

circuit connections with well-designed magnetic paths. The matrix coupling

approach presented in Section 2 provides an example, opening the opportunities

for more sophisticated magnetic structures to merge many magnetic components

into one with improved performance and functionality.
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Appendix A

Capacitor Survey Datasheet

Table A.1: Capacitor Specifications for Data Points in Fig. 1.3a

Part Number Material Package 
Voltage 

Rating [V] 

Thickness 

[mm] 

Volume 

[mm3] 

Maximum Energy 

Storage [J] 

Maximum Energy 

Density [J/mm3] 

GRT033R70J472KE01 X7R 0201 6.3 0.33 0.0594 8.77E-08 1.48E-06 

GRT033R70J103KE01 X7R 0201 6.3 0.33 0.0594 1.85E-07 3.12E-06 

GRT033R71A103KE01 X7R 0201 10 0.33 0.0594 4.46E-07 7.50E-06 

GCM033R71A182MA01 X7R 0201 10 0.33 0.0594 8.95E-08 1.51E-06 

GCM033R71C182MA40 X7R 0201 16 0.33 0.0594 2.01E-07 3.39E-06 

GCM033R71C222KA55 X7R 0201 16 0.33 0.0594 2.35E-07 3.96E-06 

GCM033R71E222KE02 X7R 0201 25 0.33 0.0594 4.54E-07 7.64E-06 

GCM033R71E332KE02 X7R 0201 25 0.33 0.0594 6.73E-07 1.13E-05 

GCM033R71E331KA03 X7R 0201 25 0.33 0.0594 9.11E-08 1.53E-06 

GRT155R70G105KE01 X7R 0402 4 0.55 0.275 5.14E-06 1.87E-05 

GRT155R70J105KE01 X7R 0402 6.3 0.55 0.275 9.24E-06 3.36E-05 

GRT155R71A224KE01 X7R 0402 10 0.55 0.275 6.18E-06 2.25E-05 

GXT155R71C224KE01 X7R 0402 16 0.55 0.275 9.95E-06 3.62E-05 

GRT155R71E104KE01 X7R 0402 25 0.55 0.275 1.86E-05 6.76E-05 

GCM155R71E333KA55 X7R 0402 25 0.55 0.275 7.63E-06 2.77E-05 

GXT155R71H104KE01 X7R 0402 50 0.55 0.275 3.98E-05 1.45E-04 

GGM155R72A472KA37 X7R 0402 100 0.55 0.275 1.12E-05 4.07E-05 

GCM155R72A222KA37 X7R 0402 100 0.55 0.275 5.19E-06 1.89E-05 

GCM155R72A221KA01 X7R 0402 100 0.55 0.275 7.36E-07 2.68E-06 

GCM21BR70J106KE21 X7R 0805 6.3 1.4 3.36 1.29E-04 3.84E-05 

GCJ21BR71A106ME01 X7R 0805 10 1.45 3.48 2.41E-04 6.92E-05 

GCM21BR71C475KA67 X7R 0805 16 1.4 3.36 2.43E-04 7.22E-05 

GCM21BR71E225KA67 X7R 0805 25 1.4 3.36 3.90E-04 1.16E-04 

GCM21BR7YA155KA54 X7R 0805 35 1.4 3.36 3.26E-04 9.69E-05 

GGM21BR71H105KA03 X7R 0805 50 1.4 3.36 6.29E-04 1.87E-04 

GCD21BR72A823MA01 X7R 0805 100 1.4 3.36 1.95E-04 5.81E-05 

GCJ219R72A273MA01 X7R 0805 100 0.95 2.28 8.04E-05 3.53E-05 

GCE21BR72A273MA01 X7R 0805 100 1.45 3.48 8.71E-05 2.50E-05 

GCJ21AR72E222KXJ1 X7R 0805 250 1 2.4 4.04E-05 1.69E-05 

GCM21AR72E102KX01 X7R 0805 250 1 2.4 2.25E-05 9.37E-06 

GCM31CR70J226KE26 X7R 1206 6.3 1.8 9.216 3.14E-04 3.41E-05 

GGM31CR71A226KE02 X7R 1206 10 1.8 9.216 5.47E-04 5.94E-05 
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Part Number Material Package 
Voltage 

Rating [V] 

Thickness 

[mm] 

Volume 

[mm3] 

Maximum Energy 

Storage [J] 

Maximum Energy 

Density [J/mm3] 

GGM31CR71C106KA64 X7R 1206 16 1.8 9.216 8.18E-04 8.88E-05 

GCM31CR71E475KA40 X7R 1206 25 1.8 9.216 9.86E-04 1.07E-04 

GCM31MR72A224KA01 X7R 1206 100 1.25 6.4 5.66E-04 8.85E-05 

GCJ31CR72E473KXJ3 X7R 1206 250 1.8 9.216 6.89E-04 7.47E-05 

GCM31BR7LV223KW01 X7R 1206 630 1.25 6.4 9.44E-04 1.47E-04 

GCM31BR73A222KX01 X7R 1206 1000 1.25 6.4 4.17E-04 6.51E-05 

GCJ31BR73A102KXJ1 X7R 1206 1000 1.25 6.4 2.67E-04 4.17E-05 

GCM43DR72E474KX01 X7R 1812 250 2 28.8 5.38E-03 1.87E-04 

GCJ43QR72E154KXJ1 X7R 1812 250 1.5 21.6 2.19E-03 1.01E-04 

GCM43DR7LV224KW01 X7R 1812 630 2 28.8 9.79E-03 3.40E-04 

GCJ43QR72J683KXJ1 X7R 1812 630 1.5 21.6 3.87E-03 1.79E-04 

GCJ43QR7LV154KW01 X7R 1812 630 1.5 21.6 6.73E-03 3.12E-04 

GCJ43DR73A333KXJ1 X7R 1812 1000 2 28.8 4.28E-03 1.49E-04 

GCJ43DR73A473KXJ1 X7R 1812 1000 2 28.8 5.93E-03 2.06E-04 

GCM43DR73A333KX01 X7R 1812 1000 2 28.8 4.28E-03 1.49E-04 

KCM55WR71E686MH01 X7R 2220 25 6.7 190.95 1.47E-02 7.69E-05 

KCM55TR7YA226MH01 X7R 2220 35 5 142.5 9.29E-03 6.52E-05 

KCM55LR71H475KH01 X7R 2220 50 3 85.5 4.61E-03 5.40E-05 

KCM55LR71J475KH01 X7R 2220 63 3 85.5 6.23E-03 7.28E-05 

KCM55QR72A685KH01 X7R 2220 100 3.9 111.15 1.48E-02 1.33E-04 

GCJ55DR72E474KXJ1 X7R 2220 250 2 57 6.72E-03 1.18E-04 

GCJ55DR72J224KXJ1 X7R 2220 630 2 57 1.21E-02 2.12E-04 

GCM55DR72J104KX01 X7R 2220 630 2 57 7.93E-03 1.39E-04 

GCM55DR73A683KX01 X7R 2220 1000 2 57 8.99E-03 1.58E-04 

GCM55DR73A104KX01 X7R 2220 1000 2 57 1.33E-02 2.33E-04 

GRT0335C1E102JA02 C0G 0201 25 0.33 0.0594 3.13E-07 5.26E-06 

GCM0335C1E820JA16 C0G 0201 25 0.33 0.0594 2.56E-08 4.31E-07 

GCM0335C1E390JA16 C0G 0201 25 0.33 0.0594 1.22E-08 2.05E-07 

GCM0335C1E100GA16 C0G 0201 25 0.33 0.0594 3.13E-09 5.26E-08 

GRT0335C1E471GA02 C0G 0201 25 0.33 0.0594 1.47E-07 2.47E-06 

GCM0335C1E470GA16 C0G 0201 25 0.33 0.0594 1.47E-08 2.47E-07 

GRT0335C1E9R0DA02 C0G 0201 25 0.33 0.0594 2.81E-09 4.73E-08 

GRT0335C1E120GA02 C0G 0201 25 0.33 0.0594 3.75E-09 6.31E-08 

GRT0335C1E220FA02 C0G 0201 25 0.33 0.0594 6.88E-09 1.16E-07 

GCM0335C1E200JA16 C0G 0201 25 0.33 0.0594 6.25E-09 1.05E-07 

GRT0335C1E270FA02 C0G 0201 25 0.33 0.0594 8.44E-09 1.42E-07 

GRT0335C1H221FA02 C0G 0201 50 0.33 0.0594 2.75E-07 4.63E-06 

GCM0335C1H910FA16 C0G 0201 50 0.33 0.0594 1.14E-07 1.91E-06 

GRT0335C2A7R0DA02 C0G 0201 100 0.33 0.0594 3.50E-08 5.89E-07 

GRT0335C2A680FA02 C0G 0201 100 0.33 0.0594 3.40E-07 5.72E-06 

GRT1555C1E101JA02 C0G 0402 25 0.55 0.275 3.13E-08 1.14E-07 

GCQ1555C1H2R4BB01 C0G 0402 50 0.55 0.275 3.00E-09 1.09E-08 

GCQ1555C1H3R8BB01 C0G 0402 50 0.55 0.275 4.75E-09 1.73E-08 

GCM1555C1H8R0BA16 C0G 0402 50 0.55 0.275 1.00E-08 3.64E-08 

GCQ1555C1H4R9BB01 C0G 0402 50 0.55 0.275 6.13E-09 2.23E-08 

GCQ1555C1H300JB01 C0G 0402 50 0.55 0.275 3.75E-08 1.36E-07 

GCQ1555C1H5R9CB01 C0G 0402 50 0.55 0.275 7.38E-09 2.68E-08 

GCM1555C1H3R3BA16 C0G 0402 50 0.55 0.275 4.13E-09 1.50E-08 

GCQ1555C1H9R1DB01 C0G 0402 50 0.55 0.275 1.14E-08 4.14E-08 

GCQ1555C1H7R0DB01 C0G 0402 50 0.55 0.275 8.75E-09 3.18E-08 

GCQ1555C1H7R7DB01 C0G 0402 50 0.55 0.275 9.63E-09 3.50E-08 

GRT1885C1E122JA02 C0G 0603 25 0.9 1.152 3.75E-07 3.26E-07 

GCM1885C1J202JA16 C0G 0603 63 0.9 1.152 3.97E-06 3.45E-06 
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Part Number Material Package 
Voltage 

Rating [V] 

Thickness 

[mm] 

Volume 

[mm3] 

Maximum Energy 

Storage [J] 

Maximum Energy 

Density [J/mm3] 

GCM1885C1J242GA16 C0G 0603 63 0.9 1.152 4.76E-06 4.13E-06 

GCM1885C1J162GA16 C0G 0603 63 0.9 1.152 3.18E-06 2.76E-06 

GCM1885C1J182JA16 C0G 0603 63 0.9 1.152 3.57E-06 3.10E-06 

GCM1885C1J222JA16 C0G 0603 63 0.9 1.152 4.37E-06 3.79E-06 

GCM1885C1J182GA16 C0G 0603 63 0.9 1.152 3.57E-06 3.10E-06 

GCM1885C1J302JA16 C0G 0603 63 0.9 1.152 5.95E-06 5.17E-06 

GCM1885C1K392GA16 C0G 0603 80 0.9 1.152 1.25E-05 1.08E-05 

GCM1885C1K302GA16 C0G 0603 80 0.9 1.152 9.60E-06 8.33E-06 

GCM1885C1K222JA16 C0G 0603 80 0.9 1.152 7.04E-06 6.11E-06 

GCM1885C2A221JA16 C0G 0603 100 0.9 1.152 1.10E-06 9.55E-07 

GCM1885C2A4R0DA16 C0G 0603 100 0.9 1.152 2.00E-08 1.74E-08 

GCM1885C2A5R6CA16 C0G 0603 100 0.9 1.152 2.80E-08 2.43E-08 

GCH1885C2A9R0DE01 C0G 0603 100 0.9 1.152 4.50E-08 3.91E-08 

GCM2195C1K682GA16 C0G 0805 80 0.95 2.28 2.18E-05 9.54E-06 

GCM2195C1K103GA16 C0G 0805 80 0.95 2.28 3.20E-05 1.40E-05 

GCM2165C2A332JA16 C0G 0805 100 0.7 1.68 1.65E-05 9.82E-06 

GCM21B5C2E682JX0A C0G 0805 250 1.45 3.48 2.13E-04 6.11E-05 

GCM21A5C2E180JX01 C0G 0805 250 1 2.4 5.63E-07 2.34E-07 

GCM21A5C2E181JX01 C0G 0805 250 1 2.4 5.63E-06 2.34E-06 

GCM21A5C2E150JX01 C0G 0805 250 1 2.4 4.69E-07 1.95E-07 

GCM21A5C2E102JX01 C0G 0805 250 1 2.4 3.13E-05 1.30E-05 

GCM21A5C2E121JX01 C0G 0805 250 1 2.4 3.75E-06 1.56E-06 

GCM21A5C2E391JX01 C0G 0805 250 1 2.4 1.22E-05 5.08E-06 

GCM21B5C2J122JX03 C0G 0805 630 1.45 3.48 2.38E-04 6.84E-05 

GCM21A5C2J390JX01 C0G 0805 630 1 2.4 7.74E-06 3.22E-06 

GCM21A5C2J181JX01 C0G 0805 630 1 2.4 3.57E-05 1.49E-05 

GRT31C5C1C124JA02 C0G 1206 16 1.8 9.216 1.54E-05 1.67E-06 

GRT31C5C1H823JA02 C0G 1206 50 1.8 9.216 1.03E-04 1.11E-05 

GCM3195C1K273GA16 C0G 1206 80 0.95 4.864 8.64E-05 1.78E-05 

GCM3195C1K333JA16 C0G 1206 80 0.95 4.864 1.06E-04 2.17E-05 

GCM31A5C2J121JX01 C0G 1206 630 1 5.12 2.38E-05 4.65E-06 

GCM31A5C2J150JX01 C0G 1206 630 1 5.12 2.98E-06 5.81E-07 

GCM31A5C2J102JX01 C0G 1206 630 1 5.12 1.98E-04 3.88E-05 

GCM31A5C3A120JX01 C0G 1206 1000 1 5.12 6.00E-06 1.17E-06 

GCM31A5C3A180JX01 C0G 1206 1000 1 5.12 9.00E-06 1.76E-06 

GCM31A5C3A391JX01 C0G 1206 1000 1 5.12 1.95E-04 3.81E-05 

GCM31C5C3A102JX03 C0G 1206 1000 1.8 9.216 5.00E-04 5.43E-05 

GCM31A5C3A560JX01 C0G 1206 1000 1 5.12 2.80E-05 5.47E-06 

GCM31A5C3A471JX01 C0G 1206 1000 1 5.12 2.35E-04 4.59E-05 

GCM31B5C3A681JX01 C0G 1206 1000 1.25 6.4 3.40E-04 5.31E-05 

GCM32D5C2J183JX01 C0G 1210 630 2.5 20 3.57E-03 1.79E-04 
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Appendix B

Stochastic Loss Model for DPP: Detailed

Derivation and Extended Case Study

B.1 Derivations of the Expected Power Loss

This appendix derives expected power loss for the stochastic model under conditions

of independent loads and of correlated loads. Definitions and constraints are the same

as those introduced in Section 4.3.

B.1.1 Expected Power Loss with Independent Load

In Section 4.3.3, the stochastic model is developed based on independent and iden-

tically distributed (i.i.d.) individual load powers Pij(t). With this condition, the

domain powers Pi(t) are also i.i.d..

For the conventional reference converter, loss is related to total load power, and

the expected value in (4.9) can be derived as

E[Ploss(t)] =
Rout

V 2
0

E



(

N∑

i=1

Pi(t)

)2

 =

Rout

V 2
0

{
N∑

i=1

E[P 2
i (t)] + 2

∑

1≤i<j≤N

E[Pi(t)Pj(t)]

}

(i)
=

Rout

V 2
0

(
NE[P 2

i (t)] +N(N − 1)E2[Pi(t)]
)
. (B.1)
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Here, line (i) follows because Pi values are i.i.d.. Therefore, E[Pi(t)] and E[P 2
i (t)] are

identical for i = 1, ..., N , and E[Pi(t)Pj(t)] = E2[Pi(t)] for any i ̸= j. Considering

Pi(t) = Pi1(t)+...+PiM(t), where Pi1(t), ..., PiM(t) are also i.i.d., E[P 2
i (t)] and E2[Pi(t)]

in (B.1) can be expanded to

E[P 2
i (t)] = ME[P 2

ij(t)] +M(M − 1)E2[Pij(t)],

E2[Pi(t)] = (ME[Pij(t)])
2 = M2E2[Pij(t)].

(B.2)

Substituting (B.2) into (B.1), the expected power loss is

E[Ploss(t)] =
Rout

V 2
0

{
MN

(
E[P 2

ij(t)]− E2[Pij(t)]
)
+M2N2E2[Pij(t)]

}

(i)
=

Rout

V 2
0

(
MN Var[Pij(t)]︸ ︷︷ ︸

=σ2
0

+M2N2 E2[Pij(t)]︸ ︷︷ ︸
µ2
0

)
. (B.3)

Line (i) is based on Var[X] = E[X2]− E2[X].

To calculate expected loss of DPP converters, P
′
i (t) = Pi(t)−E[Pi(t)] is defined to

subtract out the mean value Mµ0 of Pi(t), so that E[P ′
i (t)] = 0. The i.i.d. property

still holds for P
′
i (t). For a fully-coupled DPP with this loading condition, instanta-

neous power loss at each port has the same probability distribution. The expected

power loss at the ith port can be derived from (4.10) as

E[Ploss.i(t)]
(i)
=

Rout

V 2
0

E



(∑N

k=1 P
′

k(t)

N
− P

′

i (t)

)2



(ii)
=

Rout

V 2
0

{∑

k ̸=i

1

N2
E[P ′2

k (t)] +
(1−N)2

N2
E[P ′2

i (t)]

}
(iii)
=

Rout

V 2
0

N − 1

N
E[P ′2

i (t)]

(iv)
=

Rout

V 2
0

N − 1

N

(
E[P 2

i (t)]− E2[Pi(t)]
)
=

Rout

V 2
0

N − 1

N
Var[Pi(t)]

(v)
=

Rout

V 2
0

M(N − 1)

N
Var[Pij(t)]︸ ︷︷ ︸

=σ2
0

. (B.4)
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Here, lines (i) and (iv) change the variables between Pi(t) and P
′
i (t); (ii) follows

because P
′
1(t), ..., P

′
N(t) are independent with zero mean, and hence E[P ′

i (t)P
′
j (t)] = 0

for any i ̸= j; (iii) follows because P
′
i (t) values are identically distributed, and hence

E[P ′2
i (t)] is the same for all i; (v) follows because all Pij(t) values are i.i.d., and hence

Var[Pi(t)] = Var[Pi1(t) + ...+ PiM(t)] = MVar[Pij(t)].

In a ladder DPP, power loss varies among submodules. Similar to (B.4), the

expected power loss at the ith submodule can be calculated from (4.13) as

E[Ploss.i(t)] =
Rout

V 2
0

E



(
iP

′

(t)−
i∑

k=1

P
′

k(t)

)2



=
Rout

V 2
0

E



(

i∑

k=1

(
i

N
− 1

)
P

′

k(t) +
N∑

k=i+1

i

N
P

′

k(t)

)2



=
Rout

V 2
0

{
i∑

k=1

(
i

N
− 1

)2

E[P ′2
k (t)] +

N∑

k=i+1

i2

N2
E[P ′2

k (t)]

}

=
Rout

V 2
0

(N − i)i

N
E[P ′2

k (t)]

=
Rout

V 2
0

M(N − i)i

N
Var[Pij(t)]︸ ︷︷ ︸

=σ2
0

. (B.5)

B.1.2 Expected Power Loss with Correlated Load

In Section 4.3.5, load correlation is considered to generalize the stochastic loss model.

The i.i.d. condition is relaxed so that each load power has identical probability

distribution but is not necessarily independent. In this case, E[Pij(t)] and Var[Pij(t)]

are still identical for each load; E[Pi(t)] = Mµ0 is identical for each domain, but

Var[Pi(t)] = Mσ2
0 + 2

∑
k ̸=l Cov[Pik(t), Pil(t)] might vary among domains due to load

correlation. In this case, expected total power loss of a fully-coupled DPP in (4.18)
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can be derived as

E[Ploss(t)] =
Rout

V 2
0

E

[
N∑

k=1

(
P (t)− Pk(t)

)2
]

=
Rout

V 2
0

E

[
1

N

(
(N − 1)

N∑

k=1

P 2
k (t)− 2

∑

1≤i<j≤N

Pi(t)Pj(t)

)]

=
Rout

NV 2
0

{
(N − 1)

N∑

k=1

E[P 2
k (t)]− 2

∑

1≤i<j≤N

E[Pi(t)Pj(t)]

}

(i)
=

Rout

NV 2
0

{
(N − 1)

N∑

k=1

(
E[P 2

k (t)]− E2[Pk(t)]
)
− 2

∑

1≤i<j≤N

Cov[Pi(t), Pj(t)]

}

=
Rout

NV 2
0

{
(N − 1)

N∑

k=1

Var[Pk(t)]− 2
∑

1≤i<j≤N

Cov[Pi(t), Pj(t)]

}
. (B.6)

Line (i) follows because E[Pi(t)Pj(t)] = E[Pi(t)] × E[Pj(t)] + Cov[Pi(t), Pj(t)], and

E[Pi(t)] are identical for i = 1, ..., N . Eq. (4.21) is obtained by rearranging (B.6) as

E[Ploss(t)] =
Rout

NV 2
0

{
N

N∑

k=1

Var[Pk(t)]−
(

N∑

k=1

Var[Pk(t)] + 2
∑

1≤i<j≤N

Cov[Pi(t), Pj(t)]

)}

(i)
=

Rout

V 2
0

{
N∑

k=1

Var[Pk(t)]−
Var

[∑N
k=1 Pk(t)

]

N

}
. (B.7)

Here, (i) holds because Var[X1 +X2...+XN ] =
∑N

k=1Var[Xk] + 2
∑

k ̸=l Cov[Xk, Xl].

B.2 Loss Analysis for SC-based DPP Topologies

This appendix provides a detailed power loss analysis of the Dickson-SC DPP

(Fig. 4.10c) and the ladder-SC DPP (Fig. 4.11c). As pointed out in Section 4.3.4,

if capacitor charge-sharing loss is dominant, the Dickson-SC DPP operates as a

fully-coupled DPP, while the ladder-SC DPP operates as a ladder-DPP. When

conduction loss is dominant, the two SC-DPP topologies are equivalent, and both of

them works as a fully-coupled DPP. The reasons are as follows.
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▪ Phase 1

(a)
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Domain N

▪ Phase 2

(b)

Figure B.1: Current flow in a Dickson-SC DPP during: (a) phase 1; (b) phase 2.
Current flow (in blue) on the left of the dash line is the average current per period;
Current flow (in red) on the right is the average current per phase.

In SC-based dc-dc converters, there are two asymptotic limits for power loss: the

slow switching limit (SSL) and the fast switching limit (FSL) [93]. At SSL, the power

loss of an SC converter is mainly caused by the charge sharing between capacitors

and voltage sources, and the current tends to be impulsive. The charge sharing loss

decreases as the capacitor size or switching frequency increases. If the capacitance

or switching frequency is high enough so that the capacitors can be treated as fixed

voltage sources and current flows are close to constant, FSL is reached. At FSL,

charge sharing loss is negligible. The SC converter power loss becomes independent

of the capacitance and switching frequency, and is dominated by the conduction loss

of the current path resistance, which is mainly comprised of the switch Rds(on).

Figs. B.1-B.2 illustrates the current flow of the Dickson-SC DPP and the ladder-

SC DPP in two phases. In the figures, the load current of the ith domain (Ii) and its

mismatched current (∆Ii = I − Ii) are average currents per period and are labeled in

blue. Currents labeled in red are average currents per phase that flow through each
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switch or capacitor in one phase, and their values can be obtained based on the amp-

second balance of the capacitors. For example, in Dickson-SC DPP, the total charge

transferred from the first voltage domain to the Dickson-SC DPP in one switching

cycle is ∆I1/fsw, which is also the total charge delivered through the upper switch

of the first domain in one switching cycle, because the average charge transfer per

cycle of the buffering capacitor Cout is zero due to the amp-second balance. Since the

upper switch is only conducted for half cycle in phase one, the average current that

flows through the upper switch in phase one should be 2∆I1. Similarly, current flows

of other components as well as current flows in the ladder-SC DPP can be obtained.

Since the energy-buffering capacitor at each domain has a large capacitance with

stable voltage, its charing sharing loss is negligible, so its current flow is not explored.

If an SC-based DPP topology works at SSL, capacitor charge sharing loss dom-

inates. As indicated in Fig. B.1, the charge transfer of the ith flying capacitor in

a Dickson-SC DPP is ∆Ii/fsw per phase, which is only related to the mismatched

current at the ith domain. Thus, it is categorized as a fully-coupled DPP. The charge

sharing loss attributed to the ith flying capacitor at SSL is

Ploss.i =
∆Q2

i

CFly

· fsw =
∆I2i

CFly · fsw
. (B.8)

In Fig. B.2, the charge transfer of the ith flying capacitor in a ladder-SC DPP

is
∑i

k=1 ∆Ik/fsw per phase, indicating that there is differential power accumulation

through the flying capacitors in the ladder-SC DPP, so it is classified as a ladder-DPP.

The charge sharing loss of the ith flying capacitor at SSL in the ladder-SC DPP is

Ploss.i =
∆Q2

i

CFly

· fsw =
(
∑i

k=1 ∆Ik)
2

CFly · fsw
=

∆I2i↔i+1

CFly · fsw
. (B.9)

Based on Eqs. (B.8)-(B.9), the output resistance Rout as defined in Fig. 4.7b and

Fig. 4.7c for the two SC-DPP topologies, respectively, can be obtained both as 1
CFly ·fsw

.
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▪ Phase 1

DC Bus
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(b)

Figure B.2: Current flow in a ladder-SC DPP during: (a) phase 1; (b) phase 2. Color
code is the same as that of Fig. B.1.

When the SC-based DPP topologies work at FSL, switch conduction loss domi-

nates, and current flows are close to constant. In this case, the Dickson-SC DPP and

ladder-SC DPP are equivalent and conduct the same current on each corresponded

switch, as indicated in Figs. B.1-B.2. For both the two SC-DPP topologies, each

switch located at the ith voltage domain conducts a constant current of 2∆Ii for half

switching cycle, so the generated conduction loss at the ith domain is

Ploss.i = 2× I2RMS ·Rds(on) = 4∆I2i ·Rds(on). (B.10)

Eq. (B.10) indicates that the conduction loss of switches at one voltage domain is

only related to the mismatched current/power of that domain and there is no differ-

ential power accumulation along the stacked voltage domains. As a result, the loss

characteristics of both the Dickson-SC DPP and the ladder-SC DPP are similar to a

fully-coupled DPP at FSL.
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Figure B.3: Distribution of expected switch conduction loss at FSL (in blue) and
capacitor charge loss at SSL (in red) of Dickson-SC DPP and ladder-SC DPP.

If all the domain load currents Ii’s (i = 1, ..., N) are i.i.d. random variables, the

expected (or average) power loss of Eqs. (B.8)-(B.10) can be calculated in the same

way as that in Section 4.3.3. Fig. B.3 plots the expected loss distribution of the switch

conduction loss at FSL and the capacitor charge sharing loss at SSL in the two SC-

DPP systems. For the Dickson-SC DPP, both the expected conduction loss at FSL

and expected charge sharing loss at SSL are uniform at each voltage domain. As for a

ladder-SC DPP, the expected conduction loss at FSL is uniform, but expected charge

sharing loss at SSL varies with different flying capacitors. Therefore, if a ladder-SC

DPP system works at SSL, a higher power loss is expected to be observed at middle

of the stacked voltage domains.

B.3 Application Study and Model Verification on a Data

Storage Server

To further verify the model in a practical application, we recorded the power profiles of

a data storage server (in [22]) and applied them to a SPICE simulation (PLECS v4.5).
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Figure B.4: Power consumption waveforms of two example voltage domains when the
data storage server is running a random read/write program.

(a) (b) (c)

Figure B.5: Probability distribution and correlation of the two example domain pow-
ers: (a) power distribution histogram of domain A; (b) power distribution of domain
B; (c) correlation plot of domain A power and domain B power.

The data storage server contains ten series voltage domains. Each domain supplies

5 V to multiple parallel hard disk drives (HDDs). A random read/write program

was running on the server. Fig. B.4 shows power waveforms of two example voltage

domains. Probability distributions of the two domain powers and their correlation

are plotted in Fig. B.5, indicating that the measured ten domain powers are i.i.d..

Differential current waveforms of the two voltage domains are plotted in Fig. B.6.

In the SPICE simulation, a DPP system with ten series domains was built and

supported by the MAC-DPP converter (Fig. 4.10a). Here, each domain contains

one random load with the recorded domain power profile, so in this system N =

10,M = 1, V0 = 5 V, µ0 = 9.2 W, and σ2
0 = 0.17 W2. For the DPP converter, each
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Figure B.6: Differential current (∆Ii) of the two example voltage domains.

Table B.1: Average Power Consumption and DPP Power Loss of Each Voltage Do-
main and of the Total System

IEEE TRANSACTIONS ON POWER ELECTRONICS: REGULAR PAPER 17

TABLE V
AVERAGE POWER CONSUMPTION AND DPP POWER LOSS OF EACH VOLTAGE DOMAIN AND OF THE TOTAL SYSTEM

Domain #1 #2 #3 #4 #5 #6 #7 #8 #9 #10
Simulated
Domain
Average

Simulated
Total

System

Modeled
Total

System

Average Power [W] 9.10 9.17 9.13 9.21 9.19 9.12 9.10 9.17 9.19 9.19 9.16 91.6 91.6
DPP Power Loss [mW] 2.73 2.62 2.51 2.52 2.67 2.66 2.68 2.53 2.46 2.70 2.61 26.1 24.5

* The system operated for 60 seconds. Conduction losses are considered. Switching loss, core loss, control, and other auxiliary losses are not included.

Fig. 32. Differential current (∆Ii) of the two example voltage domains.

converter (Fig. 6a). Here, each domain contains one random
load with the recorded domain power profile, so in this system
N = 10,M = 1, V0 = 5 V, µ0 = 9.2 W, and σ2

0 = 0.17 W2.
For the DPP converter, each switch Rds(on) is set as 0.1 Ω and
each winding resistance is set as 0.2 Ω, yielding Rout = 0.4 Ω.
Table V lists the average power consumption and DPP power
loss of each voltage domain and of the total system. It also
compares the modeled system power loss (based on (8)) to
the simulated system power loss. As shown in the table, the
modeled system loss (24.5 mW) is within 6% of the simulated
system loss (26.1 mW), validating the stochastic loss model.
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switch Rds(on) is set as 0.1 Ω and each winding resistance is set as 0.2 Ω, yielding

Rout = 0.4 Ω. Table B.1 lists the average power consumption and DPP power loss of

each voltage domain and of the total system. It also compares the modeled system

power loss (based on (4.12)) to the simulated system power loss. As shown in the

table, the modeled system loss (24.5 mW) is within 6% of the simulated system loss

(26.1 mW), validating the stochastic loss model.
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