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▪ Do you like Steinmetz Equation?

“It’s time to upgrade the Steinmetz Equation”
– in 100-year honor of Prof. Charles P. Steinmetz (1865-1923)
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Charles Steinmetz 

(1865-1923)

𝑃𝑣 = 𝑘 × 𝑓𝑎 × 𝐵𝑏

o Yes, but can be better!
o Perhaps the weakest link in power electronics.
o Not much physics, not accurate.
o No waveform, temperature, dc-bias, etc.
o Better first-principle physical models?
o More accurate & capable data-driven models?

o Improve - Stay within the Steinmetz framework?
✓ Leverage all the existing explanation and carry the historical 

understanding / data / knowledge about core loss.
o Upgrade - Jump outside of the Steinmetz framework?

✓ Try machine learning or other more advanced signal 
processing methods for modeling magnetics.

o Data is ready / tools are ready / need a community

▪ If not, how can we improve/upgrade it?



Equation-based Methods vs. Data 
Driven Methods
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Leverage advanced 
computing/ML



ImageNet Challenge → MagNet Challenge
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• Open

• Transparent

• Inclusive

• Education

• Research

• Standard 

High Quality Open-Source Image Data 
(>14M images in 20k categories)

https://www.image-net.org/challenges/LSVRC/ 

• An opportunity to promote open-
source culture in power electronics.

• Unify next generation power 
electronics engineers who can USE 
advanced machine learning / 
software tools as a community

High Quality Open-Source Magnetics 
Data (>2M B-H loops for 15 materials)

https://mag-net.princeton.edu

https://www.image-net.org/challenges/LSVRC/
https://mag-net.princeton.edu/


Methodology Summary
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Power Magnetics Modeling

Modeling Target Operating Conditions

B-H Loop Core Loss

Time Domain

Freq Domain

FFT Wavelet

NN iGSE+

Transformer
LSTM

Random Forest
U-Net
FNN

Useful Techniques: 
• Material Classification
• Waveform Segmentation
• Transfer Learning
• Data Augmentation
• Multi-Objective Optimization

Steady State Transient 
Dynamics

Temperature Impact

DC-Bias Impact

Geometry Impact

Error Analysis



▪ MagNet 2023 rule: understand the core loss dependency on 
waveform, temperature and frequency, and *systematically* 
develop a Python/MATLAB function for each material as the an 
“interactive” datasheet (like SPICE model for MOSFETs).

Competition Rules of MagNet Challenge
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𝑃𝑣 = 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 {𝐵(𝑡), 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦, 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒}

Input Information

Output Information

𝑃𝑣: Volumetric Core Loss

𝐵(𝑡): Single-cycle 1024-step waveform  in mT
𝑓: Excitation frequency    in kHz
𝑇: Operating temperature   in oC

Winning Criteria:
• Model Accuracy (% error)
• Model Size (# of parameters)
• Novelty (concept / strategy)
• Software Engineering
• Potential to become a 

standard method???



MagNet Challenge Timeline
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March 2023: Launched MagNet Challenge
• Advance data driven methods for modeling power magnetics
• Bridge power electronics and machine learning
• Promote open-source culture in power electronics

February 2024: Final Winner Announcement

July 2023: Registration (40 teams from 17 countries)
• Denmark, USA, Brazil, China, India, Belgium, Spain, Singapore, Taiwan
• Germany, Italy, South Korea, Austria, Nepal, Netherland, UK, Australia

November 2023: Qualification (25 teams from 14 countries)
• USA, China, India, Belgium, Spain, Singapore, Taiwan
• Germany, Italy, Austria, Nepal, Netherland, UK, Australia

December 2023: Final Submission (24 teams from 14 countries)
• USA, China, India, Belgium, Spain, Singapore, Taiwan
• Germany, Italy, Austria, Nepal, Netherland, UK, Australia

August 2023: Tutorials (#1 to #4, hundreds of participants)

January 2024: Review and Code Evaluation



MagNet Challenge Registrations
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• 40 Universities from 18 Countries
• Denmark, USA, Brazil, China, India, Belgium, Spain, Singapore, Taiwan, 

Germany, Italy, South Korea, Austria, Nepal, Netherland, UK, Australia



MagNet Challenge Final Submissions
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• Arizona State University, Tempe AZ, USA 
• Fuzhou University, Fuzhou, China 
• Hangzhou Dianzi University, Hangzhou, China 
• Indian Institute of Science, Bangalore, India 
• KU Leuven, Leuven, Belgium 
• Mondragon University, Hernani, Spain 
• Nanjing University of Posts and Telecom., Nanjing, China 
• Nanyang Technological University, Singapore 
• National Taipei University of Technology, Taipei, Taiwan 
• Paderborn University, Paderborn, Germany 
• Politecnico di Torino, Torino, Italy 
• Silicon Austria Labs, Graz, Austria 
• Southeast University Team 1, Nanjing, China 
• Southeast University Team 2, Nanjing, China 
• Tribhuvan University, Lalitpur, Nepal 
• Tsinghua University, Beijing, China 
• TU Delft, Delft, Netherland 
• University of Bristol, Bristol, UK 
• University of Colorado Boulder, Boulder CO, USA 
• University of Manchester, Manchester, UK 
• University of Sydney, Sydney, Australia 
• University of Tennessee, Knoxville, USA 
• Xi'an Jiaotong University, Xi'an, China 
• Zhejiang University-UIUC, Hangzhou, China 



MagNet 2023 co-Chairs:

• Minjie Chen, Princeton, USA

• Charles Sullivan, Dartmouth, USA

Executive Committee:

• Haoran Li, Princeton, USA

• Thomas Guillod, Dartmouth, USA

• Shukai Wang, Princeton, USA

• Diego Serrano, Princeton, USA

Academic Advisory Committee:

• David Perreault, MIT, USA

• Johann Kolar, ETH Zurich, Switzerland

• Dragan Maksimovic, CU Boulder, USA

• SY Ron Hui, NTU, Singapore

Industry Advisory Committee: 

• Shuai Jiang, Google, USA

• David Schumacher, Enphase, USA

MagNet 2023 Organizing Team
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Ad Hoc Advisory Committee:

• Maeve Duffy, U. Galway, Ireland

• Matt Wilkowski, EnaChip, USA

• George Slama, Wurth Elektronik, USA

• Edward Herbert, PSMA, USA

• Jens Schweickhardt, Germany

• Ziwei Ouyang, DTU, Denmark

• Alex Hanson, UT Austin, USA

PELS TC10 Steering Committee:

• Kevin Hermanns, PE-Systems, Germany

• Shirley Pei, University of Bath, UK

• Subham Sahoo, Aalborg, Denmark

• Miroslav Vasic, UPM, Spain

PELS Signee:

• Pat Wheeler – PELS VP

• Mario Pacas – PELS VP

• Dehong Xu – PELS VP

• Frede Blaabjerg - President

• Liucheng Chang - President



MagNet Challenge $50,000 Budget
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Model Performance

1st Place $10,000

Model Novelty

1st Place $10,000

Outstanding Software 

Engineering $5,000

Model Performance

2nd Place $5,000

Model Novelty

2nd Place $5,000 Honorable Mention

$1,000 x 9Model Performance

3rd Place $3,000

Model Novelty

3rd Place $3,000

Intellectual Property
• MagNet Challenge has no restrictions on intellectual property.
• We encourage open-source culture and open-source licenses.
• Presenting the models to MagNet team is considered as public disclosure. 
• Student teams should take actions before disclosure if IP protection is needed.

Open-Source Matlab/Python Package
• Award winning teams are invited to join an open-source community effort 

to develop a standard MagNet Matlab/Python software package for 
modeling the 15 materials and extend it beyond. 



Goal: A systematic method to develop an accurate and compact 
model for a new power magnetics material.

Step 1: Method Development

▪ Practice Dataset: Massive Data for 10 Old Materials

3C90 / 3C94 / 3E6 / 3F4 / 77 / 78 / N27 / N30 / N49 / N87

Step 2: Method Verification

▪ Training Dataset: Limited Data for 5 New Materials

▪ Testing Dataset: Massive Data for 5 New Materials

▪ Sampled in particular ways to test models from different angles

Competition Rules
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# Data Points
Material A 

(3C92)

Material B 

(T37)

Material C 

(3C95)

Material D 

(79)

Material E 

(ML95S)

Training Data
2432

(101/694/1637)

7400

(364/2253/4783)

5357

(215/1679/3463)

580

(145/400/35)

2013

(57/667/1289)

Testing Data
7651

(334/2174/5143)

3172

(147/980/2045)

5357

(212/1751/3394)

7299

(61/2247/4991)

3738

(107/1205/2426)

*Total # (sine / triangle / trapezoidal)

“tiny data 
challenge”

“special material 
challenge”

“temperature 
challenge”

“waveform 
challenge”

“f and B 
challenge”



Performance Overview
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Material A Material A Material B Material B Material C Material C Material D Material D Material E Material E

Team Name Team # % Error # Size % Error # Size % Error # Size % Error # Size % Error # Size

ASU #1 9.6 1576 5.6 1576 8.5 1576 55.3 1576 13.5 1576

Bristol #2 8.5 90653 2.0 90653 4.5 90653 15.9 16449 8.0 16449

CU-Boulder #3 40.5 11012900 7.8 11012900 25.2 11012900 44.1 11012900 36.3 11012900

Fuzhou #4 4.9 8914 2.2 8914 2.9 8914 20.7 8914 9.0 8914

HDU #5 16.0 2396048 3.7 2396048 6.8 2396048 201.4 2396048 19.3 2396048

IISc #6 4.6 25923 2.8 25923 6.8 25923 39.5 25923 9.3 25923

KU Leuven #7 72.4 118785 58.0 118785 66.1 118785 71.3 118785 53.7 118785

Manchester #8 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A

Mondragon #9 21.3 60 7.9 60 14.4 60 93.9 60 21.5 60

NJUPT #10 45.9 9728 6.9 29600 26.4 21428 59.4 1740 68.4 8052

NTU #11 99.8 28564 88.7 28564 93.7 28564 99.3 28564 97.8 28564

NTUT #12 19.9 86728 7.4 86728 7.7 86728 65.9 86728 85.1 86728

Paderborn #13 4.8 1755 2.2 1755 3.4 1755 22.2 1755 6.6 1755

PoliTO #14 32.1 610 33.4 760 27.7 748 47.1 700 28.5 610

SAL #15 351.2 329537 138.7 329537 439.5 329537 810.1 329537 152.8 329537

SEU-MC #16 38.8 81 6.9 56 21.0 61 50.5 23 28.2 53

SEU-WX #17 26.1 139938 12.9 139938 15.6 139938 79.1 139938 19.1 139938

Sydney #18 10.0 1084 3.7 1084 5.0 1084 30.7 1084 19.9 1084

Tribhuvan #19 24.5 1033729 8.0 1033729 8.9 1033729 67.9 276225 118.7 1033729

Tsinghua #20 13.1 116061 6.4 116061 9.3 116061 29.9 116061 25.7 116061

TUDelft #21 7.2 1419 1.9 2197 3.5 2197 29.6 1419 9.1 2454

UTK #22 15.6 23000 4.3 23000 9.3 23896 79.2 32546 98.0 25990

XJTU #23 12.4 17342 3.8 17342 10.7 17342 30.0 17342 14.1 17342

ZJUI #24 15.5 4285 6.1 4285 10.1 4285 67.9 4285 77.0 4285

“tiny data 
challenge”

“special material 
challenge”

“temperature 
challenge”

“waveform 
challenge”

“f and B 
challenge”



Team 
Name

Material A Material B Material C Material D Material E Overall Ranking

Accuracy Size Accuracy Size Accuracy Size Accuracy Size Accuracy Size Accuracy Size

ASU 6 6 10 5 9 5 12 6 6 5 7 5

Bristol 5 16 2 16 4 16 1 11 2 11 3 15

CU-Boulder 19 23 16 23 18 23 9 23 15 23 15 23

Fuzhou 3 9 4 9 1 9 2 10 3 10 2 9

HDU 12 22 7 22 6 22 22 22 9 22 10 22

IISc 1 13 5 12 7 13 8 13 5 13 5 13

KU Leuven 21 18 21 18 21 18 17 18 16 18 21 18

Manchester 24 24 24 24 24 24 24 24 24 24 24 24

Mondragon 14 1 17 2 15 1 20 2 11 2 15 2

NJUPT 20 10 14 14 19 11 13 7 17 9 20 10

NTU 22 14 22 13 22 14 21 14 20 15 22 14

NTUT 13 15 15 15 8 15 14 16 19 16 12 16

Paderborn 2 7 3 6 2 6 3 8 1 6 1 6

PoliTO 17 3 20 3 20 3 10 3 14 3 18 3

SAL 23 20 23 20 23 20 23 21 23 20 23 20

SEU-MC 18 2 13 1 17 2 11 1 13 1 14 1

SEU-WX 16 19 19 19 16 19 18 19 8 19 15 19

Sydney 7 4 6 4 5 4 7 4 10 4 6 4

Tribhuvan 15 21 18 21 10 21 16 20 22 21 18 21

Tsinghua 9 17 12 17 12 17
5 

(undergrad)
17 12 17 9 17

TUDelft 4 5 1 7 3 7 4 5 4 7 4 7

UTK 11 12 9 11 11 12 19 15 21 14 13 12

XJTU 8 11 8 10 14 10 6 12 7 12 7 11

ZJUI 10 8 11 8 13 8 15 9 18 8 11 8

Material-Specific Ranking

13



Estimated Competition Ranking
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Top Performers Top Performers

• Note: Winning models may NOT be good, Good models may NOT be winning

• Performance Track : Paderborn 1st (10000$) Fuzhou 2nd, Bristol 3rd

• Innovation Track: Sydney 1st (, TU Delft 2nd, Mondragon 3rd

• Honorable Mention ($1000): ASU, IISC, XJTU, ZJUI, UTK, Tsinghua, SEU-MC, PoliTO, SEU-WX
• Software Engineering: Sydney



Final Competition Results
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• Performance Track : 

• Paderborn 1st (10000$)

• Fuzhou 2nd ($5000),

• Bristol 3rd ($3000)

• = $18000

• Innovation Track: 

• Sydney 1st (10000$),

• TU Delft 2nd ($5000),

• Mondragon 3rd ($3000)

• = $18000

• Honorable Mention ($1000): 

• ASU, IISC, XJTU, ZJUI, UTK,

• Tsinghua, SEU-MC, PoliTO, SEU-WX

• = $9000

• Software Engineering: Sydney = $5000



Track Ranking
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Performance Track (3 candidates, $10,000, $5,000, $2,000): 
• Paderborn – excellent feature engineering for improved accuracy
• Fuzhou – good transfer learning exercise and solid fine-tuning strategy, 

identified N87 as a material that represent general core loss characteristics 
and can serve as a “star material”

• Bristol – used 3C90 as the starting model, down-sample from 1024 to 128 
after trail and error, random flip and shift (best performance for most 
challenging material)

• TU Delft – FFT pre-processing + multi-objective optimization (much smaller 
model size)

• Sydney – physics inspired neural network
Novelty Track (5 candidates, $3000 each?):
• Sydney: static hysteresis network and dynamic network and graphical user 

interface development
• SEU-MC – lumped circuit model oriented analytical approach
• Mondragon – intensive curve fitting approach showing the performance limits 

of waveform classification and curve fitting
• PoliTO – hybrid NN and analytical approach
• TU Delft – FFT pre-processing + multi-objective optimization
Software Engineering Award ($2500 each?): Sydney / Paderborn 
Honorable Mention ($1000 each?): ASU, IISC, XJTU, ZJUI, UTK
  All other Teams ($500 each?)



Thomas:

▪ Mondragon - I like the core loss analysis that they did to develop the model. And 
how the model is assembled together to consider many physical effects.

▪ NJUPT - Loss map based approach with loss separation. The performances are not 
great, the code is quite convoluted but the idea is interesting.

▪ SEU-MC - Model is extremely interesting and also applicable a circuit simulation 
model. Curve fitting approach with the proposed circuit (not clear how the curve 
fitting is done and the different ranges are assembled). Non-sinusoidal data handling 
with FFT, which is an approximation. I would say the predicted losses over different 
frequencies has discontinuities.

▪ SEU-WX - Cool approach trying to mix micromagnetic modeling (LLG equation) with 
ML. Model size and performance are not great but the underlying idea is really good.

▪ Sydney - Probably my favorite submission. Good performance with a reasonable 
model size. Great physics inspired neural network. Clear code. I would include them 
in the performance track.

▪ ZJUI - Physics inspired network using the iGSE to constrain the NN (as a penalty in 
the loss function).

Committee Comments

17



Haoran / Shukai

▪ Performance Track: 
− #1 Paderborn – physics-inspired feature engineering and well-designed 

CNN-based neural network training 

− #2 Fuzhou – sequence-to-scalar transformer neural network model with 
transfer learning technique and effective training tricks for better accuracy 

− #3 Bristol – effective data augmentation, LSTM-based neural network with 
specific algorithm selecting the pre-trained model for transfer learning 

− #4 TU Delft – FFT+FNN method, where neural network is well designed 
and trained with Optuna optimization 

▪ Novelty Track: 
− #1 SEU-MC – vector magnetic circuit theory-based analytical model with 

careful curve-fitting 

− #2 Mondragon – analytical model combining the segmentation of 
hysteresis loss and eddy loss, curve-fitting in iGSE, assumption of CWH, 
and relaxation effect in i2GSE 

− #3 Sydney – magnetization mechanism-inspired neural network method, 
combining the hysteresis characteristics and the neural network structure 

▪ Honorable Mention: PoliTO, IISC, ZJUI, ASU, XJTU

Committee Comments
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• Appendix: Team Highlights

What has worked?
What has NOT worked?
Most interesting discoveries?
Paths toward a standard model?
How can we do better?
Next challenge?

19



ASU – NN Model 
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Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

7th 5th 18.53 1576 B+

Summary: 
• Downsampling from 1024 to 24 points with 2% loss in accuracy
• Standard feedforward neural network model to combine B, T, f
• Transfer learning from the 10 materials to the 5 new materials
• Decent model performance and model size
• A systematic machine learning practice



Bristol – NN Model
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Summary:
• LSTM + FNN Model
• Transfer Learning
• Data Augmentation
• Thorough NN Verification
• Good transfer learning and data 

augmentation exploration

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

3rd 15th 7.77 60971.4 A-



CU Boulder – Hybrid Model
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Summary:
• Hybrid Model
• Waveform Classification
• Random Forest Regression (Simple Computing, Massive Memory)
• Used machine learning to fit a correction factor 
• Good error distribution analysis and comparison with iGSE
• Large model size not favoring competition, good differentiation

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

15th 23rd 30.77 11012900 A-



Fuzhou U. – NN Model
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Summary:
• Transformer-Projector Model
• Transfer Learning – Fine Tuning Strategy
• Deep understanding about magnetics 

modeling and novel insights

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

2nd 9th 7.94 8914 A-



Hangzhou Dianzi U. – NN Model
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Summary:
• Vision Transformer model
• A ViT-based modeling 

method improved over 
Transformer-based methods.

• Pure NN approach with large 
NN models and parameters

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

10th 22nd 49.44 2396048 B+



IISc – Hybrid Model
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Summary:
• Waveform classification
• Separate parameters for separate 

excitation
• Customized training loss function
• Redefine the training loss to make sure the 

prediction follows the data to improve 
generality.

• Modifying factor to fix the difference 
between CWH model and data fitting.

• Bounding NN with analytical models
• Large model size, good accuracy

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

5th 13th 12.59 25923 B+



Summary:

▪ Generative Adversarial Network (GANET)-based model.

▪ A NN fights with a generative adversarial network until the 
discriminator cannot find the difference between the two.

▪ Advanced NN model exploration. Large model, ok accuracy.

KU Leuven – Hybrid Model
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Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

21st 18th 64.29 118785 A



Manchester – Analytical Model
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▪ Tried to develop a model based on B, H, dB and dH

▪ Direct data interpolation method. 

▪ Potential to lead to a dynamic transient model!

▪ Using the current T, B, H and dH/dt to predict dB/dH

▪ Key Assumption: B-H hysteresis can be piecewise constructed. 



Mondragon – Analytical Model
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Summary:
• Pure Analytical Curve Fitting Approach
• 60 Parameters per material
• Do not capture the temperature effect
• Automated parameter fitting process

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

15th 2nd 31.81 60 A



NJUPT – Analytical Model
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Summary:
• Pure Analytical Curve Fitting Approach
• Very few parameters for each material
• Need waveform classification
• Curve fitting for different duty ratios
• Can’t be generalized for other waveforms

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

20th 10th 41.40 14109.6 A-



NTU – NN Model
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Summary:
• CNN+Transformer
• Comparative study for five models
• B(t) is treated as a one-dimensional 

(1-D) image for ViT.
• Modeling performance is not superior
• Large model size and high error
• Perhaps bugs in coding

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

22nd 14th 95.88 28564 B



NTUT – NN Model
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Summary:
• Neural network model
• Treat f and T equally as B
• No down-sampling
• Similarity comparison

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

12th 16th 37.18 86728 A-



Paderborn – NN Model
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Summary:
• Interesting feature extraction
• Predict B-H curve
• Reverse feature feedback 
• Similarity comparison
• Novel and carefully selected neural 

network architecture
• A good balance for model size/performance

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

1st 6th 7.84 1755 A



PoliTO – Hybrid Model
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Summary:
• Split input data into different 

groups and use them to train 
different part of the models.

• Waveform recognition
• Hybrid NN and Analytical
• Low parameter size
• A bit unclear design logic

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

18th 3rd 33.78 685.6 A



SAL – Hybrid Model 

34

Summary:
• FFT + NN approach
• First process with FFT and then 

merge/fusion other information
• Perhaps a bug in coding which 

degraded the performance

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

23rd 20th 378.43 329537 B



SEU-MC – Analytical Model
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Summary:
• Analytical + Curve Fitting
• Very low number of 

parameters but decent 
results

• Interesting R/L/C loss 
separation

• Not fully automated, 
human tuning needed

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

14th 1st 29.08 54.8 B



Summary:

▪ Full NN Approach

▪ Large Model Size

▪ Exploration of the NN model can 
be more systematic

SEU-WX – NN Method

36

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

15th 19th 30.58 139938 B



Summary:

▪ Predict B-H Loop

▪ Static hysteresis component + dynamic hysteresis component

▪ A component independent of frequency and a fixing component 
depending on f

▪ Outstanding software engineering

Sydney – Hybrid Model

37

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

6th 4th 13.86 1084 A



Tribhuvan – NN Model
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Summary:

▪ FFT + LSTM + FNN

▪ Predict B-H Loop

▪ Only process the first 32 harmonics

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

18th 21st 45.60 882228.2 B



Tsinghua – NN Model

39

Summary:

▪ Transformer Type 
Model

▪ Simple MLP 
Structure

▪ Compared LSTM

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

9th 17th 16.87 116061 B



TUDelft – NN Model

Summary：

▪ NN Approach

▪ Multi-Objective Optimization

▪ Cross-material transfer learning for new materials
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Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

4th 7th 10.28 1937.2 A



UTK – Hybrid

Summary:

▪ metadata-conditioned U-Net

▪ Integrating Gated Recurrent Units 
(GRUs) into a U-net architecture for 
sequence-to-sequence (seq2seq) 
generation represents a significant 
adaptation from its traditional 
applications. Both the encoder and 
decoder components of the U-Net 
are constructed using GRU layers.

▪ Knowledge Distillation

▪ Pure computer science approach
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Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

13th 12th 41.28 25686.4 A



XJTU – NN Model
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Summary：
• The total number of 

parameters in the model 
is 7154. 

Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

7th 11th 14.21 17342 A



ZJUI – Hybrid Model
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Performance 
Rank

Model Size 
Rank

Average 
Error [%]

Parameter 
Size (#)

Novelty 
Grade

Software 
Engineering

11th 8th 35.32 4285 A

Summary：
• Sophisticated physics 

informed machine 
learning.

• Hybrid GSE and NN.
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